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Abstract 

This study focuses on the design and modeling of a multiport converter-based hybrid power supply that 

uses solar PV to meet the needs of a small village. The village has a maximum power demand of 50 kW, 

serving twenty households. The first converter in the proposed multiport system is a high-frequency isolated 

DC-DC converter powered by an HVDC link, producing an output of 240 VDC. This converter employs a 

medium-frequency transformer with converters on both the primary and secondary sides, arranged in an 

input-series output-parallel (ISOP) configuration. Its output is connected to a solar PV and battery system 

through a buck-boost converter. The second converter is a three-phase modular inverter powered by the 

solar PV system, designed to supply an AC line voltage of 0.415 kV. The inverter is driven by a solar PV 

module with an open-circuit voltage of 85 V and a maximum power output of 415 W. To evaluate the 

system’s performance, scenarios involving changes in load and solar irradiance were analyzed. 

Performance was measured using indicators such as output voltage THD, current distortion, variations in 

converter output voltage, current magnitude, and overall efficiency. The system was modeled and simulated 

using the Simulink/PLECS (Piecewise Linear Electrical Circuit Simulation) platform. The simulation 

results indicate that the proposed multiport converter system serves as a promising alternative to the 

traditional low-frequency distribution transformer. 

Keywords: DC-DC Converter, Hybrid Power Supply, MMC, Multiport Converter, Solar PV, Distribution 

Transformer 

I. Introduction 

The high carbon emission due to the use of fossil fuel-fired power plants, coupled with high environmental 

concerns in recent times pushed the conventional electric distribution system to integrate more and more 

renewable energy sources (RES) and modern energy distribution infrastructures. Integrating renewable 

energy sources (RES) into conventional electrical distribution systems requires the active involvement of 

power electronic converters. Traditional centralized distribution systems depend on low-frequency 

https://doi.org/10.59122/184DFD13
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transformers, which are unable to meet the additional demands of modern networks. Today’s distribution 

systems require bidirectional power and data flow, seamless integration of distributed energy resources and 

energy storage, load compensation, and improved power quality and reliability. 

A multiport power electronic converter-based power supply system can be viewed as an alternative option 

to a low-frequency transformer to supply both DC and AC loads. In the multiport converter-based power 

supply system, both DC port and AC port are available, with the function of using distributed energy 

resources (Solar PV, battery energy system, micro-wind, etc.), AC loads, and DC loads. An isolated DC-

DC converter contains a pulse-width modulated inverter at the primary side, a high-frequency transformer, 

and a PWM secondary rectifier. The input to the isolated DC-DC converter can be an HVDC or modular 

rectifier connected to the AC grid. The presence of HFT greatly reduces the size and volume of the system 

to be designed. The modular multilevel inverter is another key element in the multiport converter-based 

power supply. This component takes a DC input voltage at the output of the DC-DC stage or solar PV and 

converts it into AC.  

Since disturbances in the low-voltage (LV) grid often occur due to the frequent switching on and off of 

heavy loads, an output grid filter—both common-mode and differential-mode—is required. Using readily 

available power switches with low blocking voltages (1.2 kV, 1.7 kV, and 3.3 kV) is a well-established and 

widely adopted industrial practice for developing power processing converters at this stage. However, this 

stage also faces challenges related to high current. To manage the high current demand, interleaved PWM 

and input-series output-parallel (ISOP) converter topologies can be employed. 

The presence of a neutral conductor is another essential requirement at this stage, as low-voltage 

distribution networks typically follow a Terra-Terra (TT) configuration. Additionally, load imbalance and 

non-linearity—both of which generate zero-sequence currents—must be effectively addressed in three-

phase three-wire or three-phase four-wire systems. The most suitable inverter topologies for this application 

include the conventional two-level voltage source inverter (VSI), the three-level neutral point clamped 

(NPC) inverter, and the T-type inverter [1]. 

However, two-level and three-level converters are associated with high conduction losses, switching losses 

(both turn-on and turn-off), and significant dV/dt stress due to the need for high-frequency operation. To 

develop highly efficient and reliable inverters, modular inverter configurations such as Cascaded H-Bridge 

(CHB) or Modular Multilevel Converter (MMC) topologies with low switching frequency operation can be 

utilized. 

https://doi.org/10.59122/184DFD13
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CHB- and MMC-based modular converters offer several advantages, including modularity at both the cell 

and phase levels, simple voltage and power scalability through the combination of identical cells, and the 

use of a single capacitor for energy storage in each module. They also enable faulty cells to be easily 

bypassed during faults, providing fault ride-through capability. Additional benefits include low dV/dt, 

reduced electromagnetic interference (EMI), cost-effectiveness, good transient response, and the use of 

commonly available low-voltage power switches. However, these advantages come at the expense of 

requiring a larger number of passive and active components compared to non-modular systems [2]–[4]. 

The CHB-based modular inverter requires separate cell voltage, and this may cause complexity in system 

size and control design. A modular inverter based on MMC topology doesn’t need a separate module DC 

voltage and hence is the focus of this research. A literature survey shows that different PWM techniques 

have been discussed to operate a modular inverter [2]-[4]. Sub-module capacitor voltage unbalancing is a 

common problem in MMC and studies conducted [6] have justified the causes of capacitor voltage 

balancing problems and the strategy to reduce the problem. The input source to the MMC MMC-based 

modular inverter can be a solar PV battery bank in this research as the location of the project site (Arba 

Minch) has good solar energy potential as compared with other RES such as wind. The design and modeling 

of a multiport converter-based hybrid power supply for the small village (Ayssa Residence) in Arba Minch 

City is the focus of this study. 

The remaining sections of this paper are organized as follows: Section Two presents a description of the 

study area and the layout diagram of the proposed system. Section three includes research methodology, a 

review of the converter configurations, the basic working principles, a mathematical approach to analyzing 

MMC, multicarrier PWM techniques, solar PV sizing, and the design of a buck-boost DC-DC converter. 

Simulation results and a discussion of the proposed system for different scenarios are covered in Section 4. 

The last section of the paper is the conclusion. 

II. Description of Study Area Site 

The design research is done for Aysa's common residents, located in Arba Minch city and depicted in Fig. 

1. The residence is located 7km from the main distribution substation and contains twenty (20) households 

having a connected load demand of 10kW per household, giving a total of 200kW. Each household has a 

maximum demand of 4kW and a system maximum demand of 50kW is obtained by considering a diversity 

factor of 1.6. 

https://doi.org/10.59122/184DFD13


ISSN (E): 2959-3921                                                          Ethiopian International Journal of Engineering and Technology (EIJET) 

         (P): 2959-393X  Volume 1, Issue 2, 2023 

DOI: https://doi.org/10.59122/144CFC13                                   Copyright and License Grant: CC By 4.0                            
 

Received: May 30, 2023; Revised: 08 October 2023; Accepted: 09 October 2023; Published: 31 December 2023.  

Corresponding author- Yalisho Girma 
4 

 

Fig. 1.: Description of Study Area (codes represent household buildings) 

The proposed DC-AC hybrid power supply based on a multiport converter for the village is shown in Fig. 

2. 

 

Fig. 2.: Layout of Proposed Multiport Converter-Based Hybrid Power Supply System 

https://doi.org/10.59122/184DFD13
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III. Research Methodology 

This research used modeling and simulation to assess the performance of different converters. The power 

and modulation circuits of the system were modeled using the Simulink/PLECS simulation package, and 

their performance was tested under various conditions, including changes in load demand and solar 

irradiance. Key performance indicators, including output voltage distortion, current THD, and efficiency 

(losses), were analyzed. The study focuses on supplying a 50 kW load but can be scaled up for higher loads 

by adjusting the number of submodules per phase, as well as the number of PV modules and batteries. 

A. Configuration of Isolated DC-DC Converter 

The primary converter in the DC-DC stage receives 24.5 kV from the HVDC transmission network. Several 

converter topologies, such as standard DAB and MAB in both symmetrical and asymmetrical 

configurations, can be used. A three-phase DAB can also be applied at this stage, which helps reduce the 

size of the low-voltage capacitor. In this study, a symmetrical DAB in an ISOP configuration (Fig. 2) is 

selected for the DC-DC stage, and its performance is evaluated for comparison. The low-voltage DC output 

from this stage, which is supplied to the modular inverter, is 750 V. The efficiency of this stage depends on 

factors such as the type of transformer (three-phase or single-phase), its design, core material, and winding 

configuration. This stage operates at a high frequency, which helps reduce the size of passive components 

and space requirements. However, since high-voltage isolation limits the operating frequency, a maximum 

switching frequency of 20 kHz is recommended [19]. 

 

Fig. 2.: Isolated DC-DC Converter in ISOP Configuration 

https://doi.org/10.59122/184DFD13
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B. Primary and Secondary Side Converter Parameters for Proposed Topologies 

As shown in the basic specification Table I of the DC-DC stage, the input to the PWM inverter or primary 

DAB is 24.5kV. For the DAB ISOP configuration shown in Fig. 2, the DC link voltage is shared equally in 

three primary DAB circuits. The peak rectangular AC voltage to each primary DAB should be slightly 

lower than the DC input to avoid over-modulation. Therefore, a value of 24.5kV/3 = 8.2kV is chosen as the 

peak AC rectangular voltage for each primary converter. The RMS value of primary DAB is calculated as: 

VRMS(P) =  
8.2kV

√2
= 5.8kV ≈ 6kV          (1) 

Assuming that total power(S) is shared equally among the three primary DABs, the RMS primary currents 

for the three proposed configurations can be obtained as: 

IRMS(P) =  
S/3

VRMS(P)
= 2.77A ≈ 3A        (2) 

The LVDC requirement as given in the basic specification Table I, is 240V because at this stage, renewable 

energy resources such as PV can be interfaced. The MFT output (Secondary side) AC RMS voltage should 

be slightly less than the output LVDC voltage to avoid over-modulation. If we select a value of 230V, the 

MFT secondary peak voltage is 230𝑉 ∗ √2 = 325V. 

The MFT turns ratio is given by 
𝑉𝑃

𝑉𝑆
 = 36:1  

In DAB_ISOP configurations, the value of the secondary side current is shared among the parallel-

connected secondary DABs as a result of power sharing among the three secondary side converters  

IRMS(S) =  
S/3

VRMS(s)
= 72.5A          (3) 

Based on the above analysis, the semiconductor switch ratings of the primary side and secondary side 

converters with sufficient consideration of safety factors are summarized in the Table I below.  

Table I: Switching Device Parameter for DC-DC Stage  

Primary side Voltage = 10Kv 

Device PN and 

Company 

I(A) Ron (mΩ) Eon/E-off 

(mJ) 

VG(V) Configuration 

CPM3-10000-

0270 (CREE) 

20 300 6/1  DAB_ISOP, 

Secondary side Voltage = 900V 

https://doi.org/10.59122/184DFD13
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Device PN and 

Company 

I(A) Ron (mΩ) Eon/Eoff(mJ) Vf (V) Configuration 

SD11740          

( Solitron) 

100 8.6 3.5/0.7  DAB_ISOP 

C. Configuration of Modular Inverter 

Two-level and three-level VSIs face issues such as high 𝑑𝑉/𝑑𝑡 and 𝑑𝑖/𝑑𝑡, as well as limited intelligent 

operation for activating or deactivating modules during partial loading of the distribution grid. A suitable 

solution to these problems is to use multilevel inverters that operate with low-voltage switches and low 

switching frequencies, as discussed in [7]. Several topologies can serve as basic building blocks, but the 

half-bridge submodule shown in Fig. 3 is chosen because it requires fewer switches and therefore results in 

lower switching and conduction losses. 

 

Fig. 3.: Modular Inverter 

The half-bridge sub-module (HBSM) which is used as a basic building block can have four operation states 

based on the direction of current flow. When current flows into the capacitor or out of the capacitor, the 

sub-module is said to be in insertion mode, in which case current flows through the upper switch or upper 

diode. On the other hand, when current flows in the lower switch or lower diode, the sub-module is said to 

be in bypass mode, in which case the sub-module output voltage is zero. 

https://doi.org/10.59122/184DFD13
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1) Sizing of several sub-modules and passive components: - As shown in Fig.3, the MMC-based inverter 

is made of an N number of series connected sub-modules per phase leg. The phase legs contain arm 

inductance which limits the circulating current. The number of sub-modules per phase leg arm (N) is given 

by the equation below [8]: - 

𝑁 ≥  
𝑉𝐷𝐶

𝜂𝑉𝐶𝐸𝑆
                                           (4) 

Where, 𝑉𝐶𝐸𝑆 is the semiconductor blocking voltage 𝜂 is the de-rating factor and 𝑉𝐷𝐶 is the DC link 

voltage.  

If the DC link voltage at the inverter input terminal is 750V, a MOSFET with a blocking voltage of 200V 

and a device de-rating factor of 0.909 is used in the above equation, the number of sub-modules per phase 

leg arm becomes four (4).  

Submodule capacitance (CSM) as a function of apparent power, power factor, average capacitor voltage, 

acceptable ripple, switching frequency, and modulation index and number of sub-module is given as 

follows [8]: - 

𝐶𝑆𝑀 ≥  
𝑆

3𝑁𝑚𝑉𝐶
2𝜀𝜔

[1 − (
𝑚𝐶𝑜𝑠𝜑

2
)

2

]

2
3

                             (5) 

The phase-leg arm inductance helps filter out circulating currents and limits the arm current during a fault. 

Based on the maximum ripples in the circulating current, the arm inductance can be given by the following 

expression as discussed in [8]: - 

 𝐿𝑎𝑟𝑚 ≥  0.25
𝑈𝐶,𝑀𝐴𝑋

𝑁𝑓𝐶∆𝑖𝐿,𝑀𝑎𝑥
                                                        (6)  

where 𝑈𝐶,𝑀𝑎𝑥 is the maximum voltage of an SM capacitor; ∆𝑖𝐿,𝑀𝑎𝑥 is the product of the maximum current 

ripple and the circulating current, N is the number of sub-modules and 𝑓𝐶  is the switching frequency of each 

SM. It is a good practice to use the maximum current ripple of 15% as mentioned in [9]. 

The power electronic building block for the back-end converter is chosen based on the application type and 

the system’s maximum-load current and voltage requirements. According to the power distribution 

specifications, the maximum load current is 70 A, and the line-to-line AC voltage is 415 V with a lagging 

power factor between 0.95 and 1. Therefore, MOSFETs with a blocking voltage of at least 200 V and a 

current rating of 130 A or higher are selected from manufacturers such as International Rectifier, Infineon, 

and others. A nine-level (9-level) back-end converter MMC topology is adopted for this project. 

https://doi.org/10.59122/184DFD13
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After reviewing the semiconductor device manufacturer’s datasheet, the following power switch as depicted 

in Table II, was selected for simulation purposes: 

Table II: Chosen Power Semiconductor Switches for the System 

 

  

 
 

2) Converter power and semiconductor loss: - The input DC power to the converter and output AC power 

supplied by the converter can be related by: 

Pdc = VdcIdC = Pac + losses = 0.5m
𝑉𝑑𝑐

2
Ippcosα + Losses               (7) 

Power electronic system losses primarily originate from their components, including power devices and 

resistive elements (stray resistance). Due to the non-ideal nature of these components, three main types of 

losses occur: conduction losses, switching losses, and blocking losses. Among these, blocking losses—

caused by minor leakage currents—are generally negligible and are often omitted in most analyses. 

For power electronic devices that include a diode, such as MOSFETs with fast recovery diodes (FRD), 

losses must be calculated separately for the switch and the diode. Conduction losses occur when the 

MOSFET or FRD is on and carrying current. The conduction power loss is found by multiplying the on-

state voltage by the on-state current. In applications using pulse-width modulation (PWM), this total 

conduction loss is further multiplied by the duty factor. The total conduction loss for a MOSFET with an 

integrated FRD can be expressed by the following equation. 

Pcond(𝑡𝑜𝑡) = Pcond(𝐼𝐺𝐵𝑇) + Pcond(𝐷𝑖𝑜𝑑𝑒)      (8) 

Pcond(MOSFET) =
1

𝑇
∫[𝑉𝐶𝐸(𝑡) ∗ 𝐼𝐶(𝑡)]𝑑𝑡             (9)

𝑇

0

 

The average conduction loss of IGBT can be computed by the following equation: 

Pav(𝑐𝑜𝑛𝑑) =  𝑉𝐶𝐸(𝑆) ∗ 𝐼𝐶 ∗ 𝛿                           (10) 

Where δ refers to the device duty cycle 

The transitions of the MOSFET and FRD between on and off states do not happen instantly, which causes 

switching losses. During these transitions, both the current through the device and the voltage across it 

remain above zero, resulting in high instantaneous power losses.  

Device part number Voltage rating (V) Current rating(A) @250C Manufacturer 

Power MOSFET 

(IRFP4668PbF) 

200 130 IR 

https://doi.org/10.59122/184DFD13
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Equations to determine the switching power losses for an IGBT and FRD are given below: - 

Psw(MOSFET) = 𝐸𝑂𝑁 + 𝐸𝑂𝐹𝐹 ∗    𝑓𝑆𝑊            (11)     

Psw(𝐹𝑅𝐷) = 𝐸𝑟𝑒𝑐 ∗   𝑓𝑆𝑊                                 (12)     

The turn-on energy (𝐸on), turn-off energy (𝐸off) of the IGBT, and the reverse recovery energy (𝐸rec) of the 

FRD depend on factors such as collector current, collector voltage, gate resistance, and junction 

temperature. 

It is important to normalize the switching losses for any application using the nominal values and conditions 

provided in the device datasheet. 

Psw(𝑀𝑂𝑆𝐹𝐸𝑇) =  (
𝐸𝑂𝑁 + 𝐸𝑂𝐹𝐹

𝜋
) ∗  𝑓𝑆𝑊 ∗

𝐼𝑝𝑘

𝐼𝑛𝑜𝑚
∗ 

𝑉𝐷𝐶−𝑙𝑖𝑛𝑘

𝑉𝑛𝑜𝑚
       (13)    

Psw(𝐹𝑅𝐷) =  ( 𝐸𝑟𝑒𝑐/𝜋) ∗ 𝑓𝑆𝑊 ∗ 𝐼𝑝𝑘/𝐼𝑛𝑜𝑚  ∗   𝑉(𝐷𝐶−𝑙𝑖𝑛𝑘)/𝑉𝑛𝑜𝑚     (14)     

By calculating the switching and conduction losses of the IGBT and FRD, the total loss can be determined, 

which helps in evaluating the system’s efficiency and estimating the junction temperature of the devices. 

P(𝑡𝑜𝑡) = 𝑃𝐶𝑜𝑛𝑑(𝑀𝑂𝑆𝐹𝐸𝑇) + 𝑃𝑆𝑊(𝑀𝑂𝑆𝐹𝐸𝑇) + 𝑃𝐶𝑜𝑛𝑑(𝐹𝑅𝐷) + 𝑃𝑆𝑊(𝐹𝑅𝐷)   (15) 

A piecewise linear electronics circuit system (PLECS) uses a lookup table, formula, or a combination of 

the lookup table and formula approach to determine conduction and switching losses [10]. The lookup 

approach estimates device loss values using interpolation and extrapolation methods based on data points 

from the datasheet. The novelty of this research lies in integrating device thermal models with converter 

efficiency calculation models. The thermal model for a single MOSFET with an integrated FRD is shown 

in Fig. 4. For power electronic systems with multiple switches, the same method can be applied using a 

common heat sink shared by all semiconductor switch packages. To calculate system efficiency, the 

periodic average of conduction losses and the periodic impulse average of switching losses obtained from 

probe outputs are combined, as illustrated in Fig. 5 [10]. 

https://doi.org/10.59122/184DFD13
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Fig. 4.: Thermal Model of a Single Semiconductor Device 

Using the thermal data provided by the device manufacturer, switching and conduction losses are calculated 

through a combination of look-up tables and formula-based computations. 

The converter efficiency calculation diagram shown in Fig. 5 uses thermal loss values to determine the 

system’s efficiency. The efficiency analysis is performed using the thermal model of selected silicon 

carbide power MOSFETs. For the MMC converter, this is done by combining lookup tables and formulas 

for a maximum load current and a case temperature of 100°C. All thermal parameters are taken from the 

device manufacturers’ datasheets [8], [11], [14]. Using the efficiency calculation model in Fig. 5, the 

switching loss, conduction loss, and total semiconductor loss of the converter for the selected submodules 

are calculated. 

 

Fig. 5.: Efficiency Calculation Diagram 

https://doi.org/10.59122/184DFD13
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The efficiency of the converter system, as depicted in the model, is calculated as follows: - 

ղ =
𝑃𝑜𝑢𝑡

𝑃𝑖𝑛
                   (16) 

Expressing  𝑃𝑜𝑢𝑡 as a difference of  𝑃𝑖𝑛 and power loss, the above expression is written as  

ղ =
𝑃𝑖𝑛 − 𝑃𝑙𝑜𝑠𝑠

𝑃𝑖𝑛
          (17) 

D. Modulation Method  

Many modulation methods such as PSPWM, triangular PWM, and trapezoidal PWM are proposed for 

isolated-stage DC-DC converters, of which PSPWM is the most widely used one [12]. Among many 

modulation techniques for MMCs proposed by many researchers, multi-carrier pulse width modulation 

methods such as level-shifted PWM(LSPWM) and phase-shifted pulse width modulation (PSPWM) are 

frequently employed for MMC-based modular converters made of low-voltage modules. 

In level shift, the PWM distribution of the switching signal is uneven and hence creates uneven switching 

losses and unbalance of sub-module capacitor voltage. It needs a capacitor balancing algorithm which adds 

complexity to the modulation circuit as the number of voltage levels increases.  

In the case of PS-PWM, the SM capacitor voltage is balanced with a PI controller, and the need to use a 

sorting algorithm can be avoided. Moreover, the switching signals are evenly distributed in the entire sub-

modules, resulting in an equal distribution of switching losses in the converter. The advantage of PS-PWM 

over LS-PWM is highly observed if the required output voltage level number is large [12]-[14]. 

To generate the switching signals for a multilevel converter having “N” sub-modules per leg arm, the “N” 

number of carrier signals is required. The phase difference between consecutive carriers can be found using 

the equation below: 

θ = 360/N                                    (18) 

However, to produce an output voltage having 2N+1, the signals between upper arm and lower arm sub-

modules have a phase difference given by 

θ =
180

N
                                              (19) 

Phase-shifted PWM signals are generated by comparing the reference voltage (modulating signal) with a 

triangular waveform (carrier signal) within a comparator block. This comparison determines the converter’s 

switching sequence: the comparator outputs a high signal (1 = switch ON) when the triangular wave exceeds 

https://doi.org/10.59122/184DFD13
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the reference voltage, and a low signal (0 = switch OFF) when it is lower. The switches in each leg of the 

HBSM and FBSM operate in a complementary manner to prevent short circuits. To avoid switching overlap 

between the upper switch and lower switch in the sub-module, a small dead time (delay time) is added to 

the PWM signal after the comparator block. The PS-PWM signal generation technique inside the 

comparator block for two sub-modules (N=2) is demonstrated by the signal diagram in Fig. 6 [14]. 

Using an MMC-based back-end converter allows the number of output voltage levels to be doubled within 

the same structure. This is achieved by applying interleaved phase-shift modulation with a π phase angle 

between the upper and lower arm carriers. This feature of MMC-based BEC gives output voltage with better 

THD values [15]. 

 

Fig. 6.: Interleaved Phase Shift Modulation 

To leverage this advantage, the interleaved phase modulation technique is employed in this project. 

E. Solar PV Array Sizing 

Solar PV as a renewable energy source is drawing much attention in the day-to-day life of the global power 

industry. This is because of its free, clean, abundant, green nature, and low running cost characteristics. The 

maximum irradiance at a 15-degree tilt angle in Arba Minch is 2006W/m2.  However, the average global 

irradiance per day varies between 500 to 1000 W/m2. 

The PV system faces two main challenges. First, its power generation efficiency is low. Second, the amount 

of electricity produced by solar panels keeps changing due to variations in sunlight caused by clouds, birds, 

https://doi.org/10.59122/184DFD13
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trees, and other obstacles. The current-voltage (I-V) characteristic of a PV array is nonlinear and changes 

with both sunlight intensity and temperature. When sunlight changes, it mainly affects the current generated 

by photons, with little impact on the open-circuit voltage. In contrast, temperature changes have a greater 

effect on the open-circuit voltage, while the short-circuit current changes only slightly. There is a specific 

point on the I-V or V-P curve called the maximum power point (MPP), where the PV system, including the 

array and converter, operate at its highest efficiency and delivers maximum output power. The exact 

position of the MPP is not constant but can be found using calculation models or search algorithms. 

However, by using maximum power point tracking (MPPT) algorithms [16], the PV system’s efficiency 

and reliability can be greatly improved, as these algorithms continuously adjust the operating point of the 

PV panel to stay at the MPP according to changing irradiation and temperature conditions. An incremental 

conductance algorithm is used in the back-boost converter to handle the problem of MPPT. This algorithm 

compares the incremental conductance with the instantaneous conductance in the PV system. Based on the 

comparison, it adjusts the voltage, either increasing or decreasing it, until the maximum power point (MPP) 

is reached. Fig. 7 shows the power-voltage characteristics of the Sunpower-SPR-415E-WHT-D PV module 

at 25°C under different irradiance levels. 

 

Fig. 7.: P-V Characteristic Curve of Solar PV Module at Different Irradiance 

In this research, a solar PV module (Sunpower-SPR-415E-WHT-D) is used. The module has an open circuit 

voltage of 85.3V; voltage at maximum power is 73V and it has a maximum power of 414W. The designed 

system should supply a maximum power demand of 50kW, at 230V (PN). For an MMC-based modular 

inverter made of four modules, the input DC voltage should be 700V obtained from the output of the boost 

converter connected to the solar panel to get the 230V (PN) AC. The total number of solar PV modules 

required to supply the load is the ratio of load power demand to solar module maximum power. 

No solar modules = 
Load demand 

Maximum power of Solar PV module∗ղ 
         (20)   

https://doi.org/10.59122/184DFD13
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If the efficiency of the PV array and that of the buck-boost converter is considered to be 85%, the total 

number of modules required is 166. 

The series connected modules and parallel strings are decided by the total output voltage obtained at the 

solar PV array i.e., 240V. 

No of series-connected modules = 
Array output Voltage

Module voltage at Maximum power 
      (21)  

The total DC voltage requirement at the LV DC link is 240V and substitution of this value in the above 

equation gives the number of series connected modules to be 3.28 ≈ 4, which gives the number of parallel 

module strings to be 42. 

F. Battery Sizing 

The battery acts as an external energy storage unit that absorbs or supplies power depending on the 

instantaneous load condition. The charging and discharging rates are determined according to the standard 

specifications provided in the battery handbook. Lead-acid batteries are preferred for standalone 

applications because they are low-cost and easy to maintain. According to the handbook of the lead acid 

battery, the charging current of the battery should be less than 0.1𝐶𝐵, where “𝐶𝐵” is the capacity of the 

battery in ampere-hour (Ah). For a 200 Ah battery the charging current should not exceed 20 A [Battery 

Charging Current = 0.1 × 200 = 20A]. Also, according to the battery handbook, the discharge current in 

tens of seconds should not exceed (0.5–0.7) 𝐶𝐵 and the nominal discharge is 0.1𝐶𝐵. Here (𝐶𝐵/5) is selected 

as the maximum discharge current. The sizing of the battery is similar to sizing the solar PV as done before 

in section 3.5. For a given load power to be delivered by the battery through a boost converter, the maximum 

capacity can be obtained as given below [17]: - 

𝐶𝐵 =
𝑃𝑂

0.1 ∗ ղ𝐶𝑜𝑛𝑣 ∗ 𝑉𝐵𝑎𝑡
                 (22)  

For a system load power of 50kW, buck-boost converter efficiency of 95%, and battery voltage of 24V, the 

total capacity of the battery is equal to 21930Ah. If the selected single lead acid battery has a capacity of 

200Ah, a total of 110 batteries are used to supply the system.  

G. Buck-Boost Converter 

The output voltage from solar photovoltaic (PV) panels is quite low, so it cannot be directly connected to a 

high-voltage load or the grid. To make this connection possible, a non-isolated DC-DC converter with high 

voltage gain is needed to interface with the solar PV system. The boost converter is placed between the 

modular inverter and the solar PV so that the output voltage remains fairly constant with variations in solar 

irradiance. In the absence of solar power, the system gets power from the battery storage system. During 

https://doi.org/10.59122/184DFD13
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normal operation (sufficient solar energy) the battery is charged through the buck-boost converter and stores 

energy. During night times and cloudy times, the stored battery power supplies the load through the boost 

converter. Depending on the charging and discharging condition of the battery sensed, the duty cycle of the 

buck-boost converter is changed. When the battery is in charging mode, the buck-boost converter operates 

in buck mode and when the battery is discharged, it operates in boost mode. The Duty cycle in charging 

mode is 0.12 and 0.90 when the battery is in discharging mode. 

IV. Simulation Result and Discussion 

A. Simulation of Isolated DC-DC stage 

The input to this converter is an HVDC transmission network or grid-connected modular rectifier. If the 

input is obtained from a rectifier connected to the grid having a line voltage of 15kV, a maximum DC 

voltage of 24.5kV can be obtained, which feeds the isolated DC-DC stage and is depicted in Table III. 

Primary and Secondary DAB Voltage is depicted in Fig. 8. 

Table III:  Basic Specification of Isolated DC-DC Converter 

Name of Converter Parameter Value 

Isolated DC-DC Converter 

Vin(nominal) 24.5kV DC 

Vout 240V DC 

PMAX 50kW 

Switching frequency 20kHz 

Co 10mF 

Turns ratio 36:1 

 

 

https://doi.org/10.59122/184DFD13
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Fig. 8.: Primary and Secondary DAB Voltage 

 

Fig. 9.: LVDC Voltage 

Observation: As shown in Fig. 9 and Fig. 10, the primary DAB converters share a total input voltage of 

24.5kV. Each DAB converter has a value equal to 8kV. Also, the secondary DAB has a peak voltage of 

240V. 

https://doi.org/10.59122/184DFD13
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 Fig. 10.: Primary DAB Currents 

 

Fig. 11.: Secondary DAB Current 

https://doi.org/10.59122/184DFD13
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Fig. 12.: Secondary DAB Currents during Fault at DAB_1 

Observation: As shown in Fig. 11 and 12, the three primary and secondary DABs share the load current 

equally when all are active. But, when there is a fault in any one of the DABs (secondary DAB in this case), 

the load current is shared among the un-faulted DABs as shown in Fig.12. This fault-tolerant feature of the 

system is very important in increasing the reliability of the overall system and reducing switching loss 

during light load conditions. 

B. Simulation of Modular Inverter Fed with Solar PV 

For simulating the models of modular inverters based on MMC topologies, three three-phase star-connected 

inductive loads (R-L load) having a maximum demand of 50kVA and a power factor of one (1) are used. 

Also, a maximum solar irradiance of 800W/m2 and a cell temperature of 450C is used as an input parameter 

for the Solar PV array. A steady-state system analysis is used to see changes in output voltage and current. 

In Tables IV and V, the parameter values of the distribution system, converters, and solar PV module are 

listed. These absolute values were incorporated into the Simulink /PLECS modeling to create the system. 

 

 

 

https://doi.org/10.59122/184DFD13
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Table IV: Technical Specification of Modular Inverter 

Parameters Value 

Output AC Line Voltage(Vg) 415V 

Load resistance (RL) 3.27 Ω 

Load inductance (LL) 5.5ղH 

Maximum Power(S) 50kW 

Load Power Factor 0.95 to 1 lagging 

Sub-module arm inductance (L_arm) 3mH 

Sub-module arm resistance (R_arm) 0.1 Ω 

Sub-module arm capacitance (C_SM) 20mF 

Capacitance at DC link (C_DC Link) 10mF 

Distribution system frequency(f_g) 50Hz 

Carrier frequency (fc) 1000Hz  

Modulation index 1 

Boost converter duty cycle (D) 0.68 

Input DC Voltage to the inverter 240V  

No of Sub-module per arm (SM) 4 

 

 Table V: Technical Specification of Solar PV Array and Its Accessories 

Name of Component Parameter Value 

Solar PV(Sunpower-SPR-415E-

WHT-D) 

V(open circuit) 85.3V 

V(@Maximum power) 73V 

PMax/Module. 414.8W 

Maximum Irradiation 800kW/cm2 

Cell temperature 450C 

Battery 

Capacity(CB) 200Ah 

IDCH 0.1CB 

V(open circuit) 26V 

Buck-Boost Converter Duty cycle 0.11/0.90 
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Switching Frequency 5kHz 

Vin/ Vout 240V/24V(buck mode) 

Vin/ Vout 24V/240V(Boost mode) 
 

 

Fig. 13.: Power Versus Voltage and Current Versus Voltage Curve of PV Array 

Observation: The PV array supplies the required maximum power demand of 50kW when the solar 

irradiance is 800w/m2 

 

Fig 14. Voltage Wave Shape at Modular Inverter Output 
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Fig. 15.: Three Phase Load Current Wave Shape of Modular Inverter 

 

Fig. 16: Voltage THD at Modular Inverter 

 

Fig. 17: Current THD at Modular Inverter Output 
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Observation: As shown in Fig. 14 to Fig. 17, the modular inverter output voltage is 230V (PN) when 

delivering a load current of 73A RMS. Also, the voltage and current THD values are 3.43% and 0.38% 

respectively, both within the IEEE 519-1992 benchmark. The losses happening in the converter and its 

achieved efficiency are presented in Table VI and Fig. 18 below: - 

Table VI:  Semiconductor Losses 

 

Fig. 18.: Switching and Conduction Losses 

Based on the result in Fig. 18 and equation (27), the efficiency of the system is calculated to be 

96.63%. 

V. Conclusion 

In this research design modeling and technical evaluation of multiport converter-based hybrid power supply 

for a small village having a maximum demand of 50kW has been done. The multiport converter system 

contains an isolated DC-DC converter and modular inverter. The isolated DC-DC converter is based on 

DAB-ISOP configuration whereas the inverter is based on MMC. The DC-DC converter operates at a 

switching frequency of 20 kHz whereas the modular inverter operates at a switching frequency of 1 kHz. 

Both converters used a phase-shifted PWM to generate a gating signal. Solar PV array having an output 

voltage of 240V is used as input to the modular inverter. Also, the system is integrated with battery storage 

to increase the reliability of the whole system. The battery is charged and discharged through a buck-boost 

converter having a duty cycle of 0.11(buck mode) and 0.90(boost mode). Simulation results showed that 

the proposed system is a viable alternative to a low-frequency transformer with many ancillary services 

such as RES integration and improved availability. 

1029.54
818.69

1848.23

Switching  Loss(W) Conduction Loss (W) Total Loss (W)

Switching  Loss(W) Conduction Loss (W) Total Loss (W)

Device Name Switching Loss(W) 
Conduction Loss 

(W) 
Total Loss (W) Efficiency (%) 

MOSFET       1029.54 818.69 1848.23 96.63 
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Abstract 

Pinkeye (infectious bovine keratoconjunctivitis, or IBK) is a bacterial infection of the cattle eye that causes 

inflammation and, in severe cases, temporary or permanent blindness. It is a painful, debilitating condition 

that can severely affect animal productivity. Due to lower weight gain, lower milk production, and higher 

medical costs, the cattle industry could experience large losses. Previous studies tried to classify livestock 

diseases using machine learning, but there has been a lack of studies conducted on pinkeye disease 

classification. The proposed study aims to design a classification model to classify whether the infected 

cattle have pinkeye or not at an early stage by analyzing a set of attributes. The study collected data from 

the Wolaita Sodo Kenido Koyisha Wereda Livestock and Fishery Office. The significance of this study is 

to prevent the expansion of disease among the cattle with early detection for taking precautionary measures. 

The researchers used the percentage splits 80/20, 70/30, 60/40, and 90/10 to build classification models. 

Based on the results of the experiments, the researchers chose the 70/30 split due to the better performance 

obtained. The study trained four different models, including Random Forest, AdaBoost, Artificial Neural 

Network, and Extreme Gradient Boost algorithms. These models were selected based on an exhaustive 

study conducted. To assess the algorithm's performance, confusion matrix, accuracy, precision, recall, and 

f1-score have been utilized. With a 99.15% accuracy, the Artificial Neural Network outperforms the other 

algorithms by all the metrics except recall. 

Keywords: Cattle Pinkeye, IBK, Infectious Bovine Keratoconjunctivitis, Machine Learning, Pinkeye 

Disease Classification. 

I. Introduction 

Ethiopia is one of the nations in Africa with the highest number of livestock (over 65 million) [1]. Pinkeye 

also known as infectious bovine keratoconjunctivitis (IBK), is a frequent cattle disease that produces 

redness and ulceration in the eye. Pinkeye is a serious eye condition that has an economic influence on 

animals' performance [2]. It is exceedingly painful and causes huge economic losses due to decreased 
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weaning weights and livestock value. Pinkeye is caused mostly by the bacteria Moraxella bovis, but it can 

also be caused by other bacteria and viruses. Environmental variables that increase the risk of pinkeye in 

cattle include seed heads, dust, pollen, and UV light. These irritants scrape the cornea of the eye allowing 

the bacteria to attach more easily. These irritants promote an increase in tear production, which attracts face 

flies, which can spread the bacteria that causes pinkeye [3]. Pinkeye can damage up to 80% of a herd, 

resulting in weaner calves losing 10% of their total weight. Cattle may die from malnutrition, thirst, or 

accidents if both eyes are affected with pinkeye. Damage to the eye can sometimes be serious enough to 

cause lifelong blindness [4]. The degree of inflammation may eventually become severe enough to produce 

corneal ulceration, which may rupture, potentially ending in blindness. 

While not lethal, pinkeye has a significant financial impact on the Ethiopian cattle sector. Pinkeye can have 

an impact on the prices received for cattle at sale due to price reductions, in addition to the fact that calves 

weigh 36–40 pounds less at weaning [5]. Furthermore, pinkeye is a costly condition for beef producers. 

Poor weight gain and appetite reduction in animals affected by visual impairment and ocular pain result in 

enormous losses [6]. Farms may benefit from identifying cows who are more likely to develop health issues 

such as clinical mastitis, subclinical ketosis, lameness, and metritis to promptly avoid and treat their harmful 

impacts [7]. However, allowing serious cases to continue to a severe stage without treatment is poor 

management and unacceptable from a welfare standpoint. Therefore, this study proposed the development 

of a machine-learning model for the early detection of cattle pinkeye disease. The proposed model can be 

able to predict whether the cattle have pinkeye or not at an early stage by analyzing selected attributes from 

the clinical dataset using machine learning so that appropriate medical decisions can be made to avoid 

severe damage. 

II. Literature Review 

Machine learning (ML) is a type of artificial intelligence (AI) that uses historical data as input to forecast 

new output values. It is a discipline of computer science concerned with the study and interpretation of data 

patterns and structures to enable learning, reasoning, and decision-making without the involvement of 

humans. Machine learning allows a user to submit large volumes of data to a computer algorithm, which 

analyzes the data and produces data-driven recommendations and decisions based only on the data 

provided. ML plays a critical function in accurately extracting information from the massive amount of data 

at that point. Various studies have been conducted on the development of assistive tools for cattle diseases. 

However, only little effort is undertaken in the Ethiopian context. There are various challenges endured by 

the cattle industry in Ethiopia due to the acute shortage of assistive tools especially in rural areas. The 
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challenges include economic loss due to lower weight gain, decreased milk supply, and so on. It is because 

of these facts that the researchers believe that AI-enabled tools play a paramount role in alleviating some 

of the aforementioned challenges. Some of the related works are discussed hereunder. 

The study “Application of Artificial Intelligence for Livestock Disease Prediction” used artificial 

intelligence and Geographic Information System (GIS) to create disease-climate association models to 

anticipate 13 economically critical livestock disease outbreaks in India. Data on disease outbreaks was 

gathered from 31 AICRP (All India coordinated research project) centers. The study used two regression 

models, Generalized Linear Models (GLM) and Generalized Additive Models (GAM). They used six 

machine-learning algorithms to predict livestock diseases [8]. The study of D. Ashar [9], presented a system 

to detect the existence of livestock diseases to take precautionary measures and notify the livestock owner 

if the condition is likely to cause a sudden death. The goal was to raise awareness of an illness that can 

bring death unexpectedly at any moment in the future. The study developed a machine learning model using 

support vector machines (SVM). The model classifies diseases based on the information entered by the 

user. The user can also choose whether to see the website in Hindi or English. The research “Mobile-based 

Cattle Infectious Disease Prediction System” [10] proposes a novel prediction method for identifying 

infectious illness in cattle with the help of a mobile-based information system. This research primarily used 

Naïve Bayes classifiers to categorize the level of risk presented to cattle by evaluating six baseline animal 

health syndrome patterns.  

Another study [11] was conducted to identify the on-farm risk factors associated with pinkeye disease in 

Australian cattle. Data were gathered from cattle farmers using a custom-designed online questionnaire. 

Results revealed that farm location, farm grazing area, farmer-reported dust levels, fly levels, rain levels, 

animal zebu content, and cattle age were significantly associated with pinkeye prevalence. The results 

confirm that pinkeye disease is multifactorial and is associated with a range of host and environmental 

factors. The study suggested these findings should be used to assist in the control of the disease and improve 

pinkeye outcomes in Australian cattle. According to the model and sample preparation technique utilized, 

a study produced two biomarker models that correctly categorized the M. bovis bacteria according to 

genotype with an overall accuracy ranging from 85.8 to 100%. These models offer a useful resource for 

investigations of genetic connections with disease, allowing epidemiological research at the level of 

subspecies, and can be applied to improve disease prevention methods. In this study, strain classification 

was the sole use of genetic indicators [12]. Finally, to the best of the researchers’ knowledge, an exhaustive 
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literature survey showed that there are no machine-learning models developed for the early detection of 

pinkeye, hence the originality and significance of the study is justified. 

III. Materials and Methods 

A. Research Process 

Finding a research problem is the first step in any research process. The context of the research problem is 

then discovered through a literature review. Moreover, to express the research questions and to obtain a 

deeper comprehension of the subject, a literature survey was conducted to find out the justifiable research 

gap. Based on the identified research gaps, the problem was formulated. After problem formulation, the 

research questions, objectives, and hypotheses were articulated. Solving the issue entails putting out and 

creating a plan for data collection, analysis, and experimentation. The formation of a research study design 

involves choosing a sample size and gathering data from it. The suggested solutions are put into practice 

and assessed after the processing and analysis of the gathered data and the determined classification model. 

The researchers used Open-Source tools for data analysis, model design, and validation. Specifically, the 

study used Python machine-learning libraries for overall model development and testing. The overall 

research process followed to undertake this research study is shown in Fig. 1. The goal of this research was 

to build a pinkeye disease classification model based on data collected from clinical trials. Models were 

selected based on a detailed experimental comparison, their popularity in various machine learning 

classification tasks, and their performance in previous research. Artificial Neural Networks (ANN), 

Random Forest, XGBoost, and Adaboost were used in this work for comparative analysis of supervised 

machine learning classification for pinkeye disease classification. 

B. Data Source and Data Collection  

Data collection and preparation techniques aid in the generation of high-quality data and the enhancement 

of classification outputs. To train the proposed model for accurate classification of cattle pinkeye disease, 

a large number of eye illness records with complete information is required. In this study, we collected a 

dataset from Wolaita Sodo Kenido Koysha Wereda Livestock and Fishery office, which contains 5508 eye 

illness records with 22 distinct features collected between the years 2007 to 2022. The researchers 

transformed the original data into digital formats to make it suitable for machine learning. The data in this 

study was gathered in a variety of ways. Primary and secondary data sources were utilized. The main source 

of the data was secondary data, which was collected from clinical records, the researchers also employed 

primary sources (interviews) for a better understanding of the research domain. The total size of the dataset 
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after preprocessing was 5508 instances with 21 independent attributes and a target class (has pinkeye or 

not). Out of the total dataset, 3377 records were cattle affected with pinkeye disease and the remaining 2131 

are cattle that were not affected by the disease. The dataset had a class imbalance. However, instead of 

adding synthetic data or removing data, the study opted to use various performance measurement techniques 

to make sure that the model is not biased towards the class with more observations. 

 

Fig. 1. Overall Research Process 

C. Feature Selection  

A strategy for selecting, identifying, and eliminating attributes from a dataset to make it suitable for machine 

learning algorithms is called attribute selection (feature selection). It is a task of selecting a minimal number 

of features/attributes that are sufficient for correctly classifying the target labels. Feature selection increases 

the efficacy of the classification model while reducing the computational complexity of the model. 

Selecting model input variables is an important step in creating an accurate model in machine learning. The 

study applied feature importance analysis for feature selection. 
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The feature importance analysis refers to methods for scoring each input feature for a certain model. The 

scores simply indicate the importance of each feature to the target variable. There are various features and 

important analysis techniques. Out of those methods, the permutation feature importance method was used 

in this study. Using the permutation importance technique, we run the model while randomly shuffling the 

values of a single column to evaluate how the scores change. If the scores were significantly impacted, the 

feature was found very crucial to the model; otherwise, it does not significantly improve the model’s 

performance. A higher score of 0.7 in the dataset indicated that the particular feature has more impact on 

the model. The importance scores of other features in the dataset were compared to determine the rank of 

each feature. Fig. 2 presents feature importance scores of the independent features in descending order. Fig. 

2 shows the results of fitting a Random Forest model and accumulating the computed permutation feature 

significance scores.  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Permutation Feature Importance Analysis Results 

Each feature in the dataset was assigned a score that indicates how useful it is. The most important feature 

of the model was assumed to be given a higher significance score. The relevance score of each feature was 

compared to the scores of the other features in the dataset to determine its importance. Based on the findings 

of the study, ulcer scar, cornea appearance, types of cattle, inappetence, lacrimation duration, supranuclear 
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perforation, corneal perforation, blindness, corneal abrasion, and depression were the top ten important 

features in the dataset for identifying pinkeye disease. Whereas, cattle history, corneal ulceration, and 

corneal edema were the least important features in the dataset. Various experiments were conducted using 

all attributes, the top 5 and top 10 attributes as depicted in Fig. 2. Due to the insignificant changes in the 

overall performance of the models, the results presented in this article were based on the full feature dataset. 

IV. Results and Discussion 

Various experiments were conducted with different train/test split ratios. Depending on the maximum 

amount of data the researchers found from the source, the study used a trial-and-error method to compare 

several percentage splits experimentally, including 60/40, 70/30, 80/20, and 90/10. Based on the results 

obtained from the trial-and-error experiments, a 70/30 split was selected, in which 70% of the pinkeye 

dataset was used for training and 30% was used for testing (unseen dataset). Additionally, the majority of 

researchers in machine learning with relatively the same amount of data use the 70/30 percentage split, 

which is the most popular. Therefore, based on the preliminary experiments and previous research 

experiences, the 70/30% train/test split ratio was selected. In addition, preliminary experiments and 

literature surveys have been conducted to select the most appropriate models. Based on this related literature 

review and previous research experience, the models Random Forest (RF), XGBoost (XGB), AdaBoost 

(AB), and Artificial Neural Network (ANN) were selected for further experiments. Due to this, further 

experiments were conducted on four prominent machine learning models RF, XGB, AB, and ANN with a 

70/30% train/test split ratio. Furthermore, several performance evaluation methods such as accuracy, recall, 

precision, and F1-score were used to evaluate and compare the performances of the selected models. Table 

I shows the results of four machine-learning models using different evaluation metrics. It is also worth 

mentioning that the researchers employed a grid search method for model hyperparameter tuning. Usually, 

Grid search is used to find the optimal hyperparameter values for all the selected models for optimal model 

performance. 

Table I: Summary of Evaluation Result 

Evaluation Metrics 
Algorithms 

RF XGB AB ANN 

Correctly classified instances 1621 1637 1628 1639 

Incorrectly classified instances 32 16 25 14 

Precision 97.09 99.22 97.85 99.68 
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Recall 97.99 98.30 98.30 98.15 

F1-Score 97.54 98.76 98.07 98.91 

Accuracy (%) 98.06 99.03 98.48 99.15 

The test results of the four selected models are presented in Table I. It shows that ANN outperforms the 

other models with an overall accuracy of 99.15% followed by XGB with an accuracy of 99.03%. 

Furthermore, ANN outperforms the rest of the models in terms of the other performance measurement 

methods applied except for recall. Thus, we can assert that the ANN model performs better in all evaluation 

metrics except for recall than the rest of the classifiers tested. The experiments show that 1639 (99.15%) 

of the test datasets are correctly classified while 14 (0.84%) of the test datasets are incorrectly classified. 

Furthermore, one way to visualize the performance of classification models in machine learning is by 

creating an ROC curve, which stands for the “receiver operating characteristic” curve. Often, we may want 

to fit several classification models to one dataset and create an ROC curve for each model to visualize 

which model performs best on the data. Fig. 3 shows the ROC curve plot for the Artificial Neural Network 

model. 

 

Fig. 3. ROC Curve Plot for ANN Classifier 

Finally, based on the results of the feature importance analysis, the top ten determinant features in pinkeye 

disease classification include ulcer scar, cornea appearance, types of cattle, inappetence, lacrimation 

duration, supranuclear palsy, corneal perforation, blindness, corneal abrasion, and depression. While the 

least three important features include corneal edema, corneal ulceration, and cattle history. Further, the 

ANN model outperforms the other models with an overall accuracy, precision, recall, and f1-score of 

99.15%, 99.68%, 98.15%, and 98.91%, respectively. Hence, the researchers attest that the ANN 

classification model is most suited to classify pinkeye disease.   
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V. Conclusion 

The study aimed to build a classification model for cattle pinkeye disease by identifying relevant attributes. 

The initial data was gathered, converted from a manual to an electronic format, and then preprocessed so 

that it was suitable for analysis. The dataset contained 5508 records with 21 independent variables and a 

target class (Pinkeye and Not-Pinkeye). Essential procedures have been applied to realize an optimal 

pinkeye disease classification model. Based on the findings of the study, ulcer scar, cornea appearance, 

type of cattle, inappetence, and lacrimation duration are some of the major attributes for identifying the 

disease. Cattle history, corneal ulceration, and corneal edema do not have a significant effect on the model. 

Based on the experimental results the ANN classifier is found to be the best classification model with an 

overall accuracy of 99.15%, which is selected as an appropriate model to classify cattle pinkeye disease.  
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Abstract 

Architecture has always inserted itself into and interacted with the natural environment. Biomimetics is an 

applied science that infers motivation for answering human issues through the investigation of common 

plans from nature. Biomimetics has been used in design for many years. It is the fastest-growing research 

in the area of architecture. This is because of the innovative and problem-solving approach to achieving 

sustainability in design. However, the application of biomimetic design to achieve sustainability requires a 

proper understanding of the relationship between biology and environmental science. The review of 

achievements using biomimetic architecture could make understanding the relationship between 

biomimetic ecosystems and the built environment easier and therefore contribute to environmental 

sustainability. This paper elaborates on the different approaches to attaining sustainability through different 

literature studies and case-based analytical studies. Finally, the paper summarizes and concludes that these 

varied approaches have different outcomes in terms of sustainability. 

Keywords: Biomimetic Architecture, Built Environment, Ecosystem, Sustainable Architecture 

I. Introduction 

Biomimetics is an applied science that acquires inspiration for the solution of built environment problems 

through the study of Flora and Fauna or the whole ecosystem. This is because of both the way that it is a 

helpful wellspring of conceivable new advancement and on account of the potential it offers to make an 

increasingly maintainable assembled condition [1]. Biomimetics or the entire ecosystem are copied as a 

design base. It is the fastest-developing exploration in the field of architecture. The functional information 

of biomimetics as a design approach is very cagey. However, the use of these biomimetic approaches in a 

built environment requires a legitimate comprehension of the elements of an ecological system [2]. To 

acquire this biomimetic knowledge, one needs a fine understanding of the relation between science and 
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ecological science. The review of achievement by the use of biomimetic design could make it easier to 

understand the relationship between the biomimetic ecosystem and the built environment and therefore 

contribute to environmental sustainability in building [2]. This paper elaborates on different approaches to 

different levels of biomimetic design to achieve sustainability. These varied approaches have various results 

regarding sustainability in general. 

II. Research Methodology 

The employed research methodology consists of a literature review and numerous case study analyses. The 

literature review involves an extensive examination of existing research articles, books, journals, and 

conference papers related to biomimetic architecture and sustainability. The focus is on understanding the 

relationship between biology, environmental science, and sustainable design. This exhaustive review serves 

as the theoretical foundation for the study. Multiple case studies are selected to analyze the practical 

implementation of biomimetic design in achieving sustainability. These case studies encompass a range of 

building types, allowing for a comprehensive evaluation of biomimetic architecture in different contexts. 

Data is collected from various sources, including architectural drawings, project reports, photographs, and 

interviews with architects and designers. The results of the literature review and case study analysis are 

presented and discussed, highlighting the outcomes achieved through different biomimetic design 

strategies. These strategies are categorized into organism-level, behavior-level, and ecosystem-level 

approaches. Finally, the implications and significance of the findings are discussed along with potential 

applications in future architectural projects. 

III. Approaches to Biomimetics Design 

A. Top Down Approach 

As depicted in Fig. 1, Top-down Methodology highlights how fashioners seek nature and life forms for 

arrangements where architects must perceive precisely their structural issues and coordinate their issues 

with life forms that have tackled comparative issues. This methodology is because of the architect’s 

information on the ecological life and triggers of their structure [3]. 
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Fig. 1. Biomimetic Approach 

B. Bottom Down Approach  

As depicted in Fig. 1, the bottom-up approach alludes to a similar significance, where this methodology 

relies upon the past information on organic examination and arrangements not to look for arrangements in 

nature, and at that point applying this information on the plan issue[3]. 

IV. Levels of Biomimetic Designs 

There are three levels of biomimetic Architecture i.e., 1) Organism level, 2) Behavior level, and 3). 

Ecosystem level. Inside every one of these levels, a further five potential measurements to mimicry exist. 

The structure might be biomimetic for instance regarding what it resembles (structure), what it is made of 

(material), how it is made (development), how it works (process), or what it can do (work).  

The contrasts between every biomimicry are depicted in Table I and are exemplified by taking a gander at 

how various parts of levels, or parts of biological systems could be impersonated[3]. 

A. Organism Level  

This building mimics the Namibia desert bug and steno Cara. The scarab dwells in the desert with irrelevant 

precipitation. It can catch dampness anyway from the quick-moving haze that moves over the desert by 

inclining its body into the breeze. Beads structure on the substituting hydrophilic-hydrophobic harsh surface 

https://doi.org/10.59122/144CFC15


ISSN (E): 2959-3921                                                          Ethiopian International Journal of Engineering and Technology (EIJET) 

         (P): 2959-393X  Volume 1, Issue 2, 2023 

DOI: https://doi.org/10.59122/144CFC15                                   Copyright and License Grant: CC By 4.0                            
 

 

Received: July 26, 2023; Revised: 16 September 2023; Accepted: 05 October 2023; Published: 31 December 2023. 

Corresponding author- Zeeshan Haider 

 
39 

of the creepy crawl’s back and wings and fold down into its mouth [4]. Motivated by the creepy crawly, a 

mist catcher structure was proposed for the Hydrological Place at the College of Namibia. The surface of 

the beetle has been examined and emulated to be utilized for other potential applications such as to clear 

fog from airport runways equipment[5]. 

Table I: Organism Level 

Levels Dimension Remarks  

Organism  

Level  

Structure The structure appears like a Namibia Desert Scarab 

Material  
The Structures are produced using a similar material as a termite, a material 

that emulates Bug exoskeleton/skin (Mimicry of a Particular life form) 

Construction 
The Structure is made similarly to a Desert Creepy crawly it experiences 

different development cycles. 

Process The structure Works similarly to an individual Beetle. 

Function  It can Catch Dampness from the Quick-moving haze. 

 

  

Fig. 2. Hydrological Centre for the University of Namibia 
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Fig. 3. Calla lily flower 

B. Behavior Level  

This is depicted in Table II. Another Calla lily-formed (Fig. 3) exploration place for Wuhan College is set 

to sprout in China as one of the most manageable structures in the world. Situated in Wuhan, The Wuhan 

New Vitality Community (likewise called the Energy Flower) was intended to take after a lily (Fig. 2), with 

a 140-meter tower on the inside encompassed by lower towers looking like blossoms and shrouded in 

vegetation. The inside pinnacle extends upwards into a bowl and is covered in an enormous sunlight-based 

exhibit confronting the sun, absorbing beams simply like a genuine plant. A vertical pivot wind turbine 

shoots up out of the focal point of the pinnacle like a pistil (Fig. 4). Water is gathered in the bowl and a 

120-meter sun-based stack in the pinnacle ousts blistering air from the structure while pulling in cooler air 

beneath [6]. To limit the requirement for cooling (Fig. 5), the architect Grontmij saw building structures 

that could amplify the concealing of the southern façade. The Wuhan vitality blossom profits from the 

enormous overhanging rooftop for another explanation as it expands the zone on which to introduce 

photovoltaic boards, which the establishment is utilizing to communicate its sustainability[7]. 

Table II: Behavior Level 

Levels Dimension Remarks  

Behavior  

Level  

Structure The structure appears as though it is made looking like a calla lily 

Material  
The structure is produced using the same material idea as utilized by Calla 

Lily. 

Construction The structure is made similarly to calla Lily Blossom Work. 
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Levels Dimension Remarks  

Process 

The inside pinnacle extends upwards into a bowl and is covered in a huge 

sun-powered exhibit confronting the sun, absorbing beams simply like a 

genuine plant. A vertical pivot wind turbine shoots up out of the focal 

point of the pinnacle like a pistil. 

Function  
The functional processes silently at work are inspired by the way calla 

lily flowers keep themselves cool in hot & humid climates. 
 

 

Fig. 4. Wuhan New Energy Center 

 

Fig. 5. Section Showing Passive Cooling in the Building 
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C. Ecosystem 

The ecosystem level is depicted in Table III. The Sahara Forest Project (Fig. 6) is a facility situated in the 

core of Qatar's desert intended to use saltwater and CO2 contributions to deliver food, water, and 

vitality.  There is a progression of desalination frameworks, water recovery equipment, and sun panels. The 

Sahara Forest Project is located on 107,639 sq. ft. The organization guarantees a facility that size can deliver 

34,000 tons of vegetables, utilize more than 800 individuals, send out 155 GWh of power, and conceal 

8,250 tons of CO2. One of the Goals of the Sahara Forest Project is also to demonstrate the potential for 

cultivating desert land and making it green. Open-air vertical evaporators will create shielded and sticky 

conditions for the development of plants [8]. 

Table III: Ecosystem Level 

Levels Dimension Remarks  

Ecosystem 

Level  

Structure The Building resembles an Ecosystem. 

Material  

The structure is produced using a similar sort of materials that the 

biological system is made of. It utilizes normally happening regular 

mixes and water as the essential concoction mode for instance 

Construction The building is gathered similarly as a biological system. 

Process 
The structure works similarly to a biological system. It catches and 

changes over vitality from the sun and stores water for instance. 

Function  

The building can work similarly to an environment and shape some 

portion of a mind-boggling framework by using the connections between 

forms. it can take part in the hydrological carbon nitrogen cycles and so 

forth like a biological system. 

Fig. 6. Sahara Forest Project 
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Open-air vertical evaporators will create shielded and humid conditions for the development of plants. The 

Project will contain outside hydroponic raceways for the development of halophytes – plants lenient toward 

water system with salty water.”[8]. Sahara Forest Project’s Algae Test Facility (the first of its kind in 

Qatar and the larger region) is presented in Fig. 7. 

 

Fig. 7. Sahara Forest Project’s Algae Test Facility (the first of its kind in Qatar and the larger region). 

V. Conclusion and Recommendations 

In conclusion, this research paper explored the application of biomimetic architecture as an innovative 

approach to attaining sustainability in the built environment. Through a comprehensive literature review 

and analysis of the case studies, the study has highlighted the potential of biomimetic design principles in 

addressing sustainability challenges. The findings of the study demonstrate that biomimetic architecture 

offers promising solutions for achieving sustainability. By drawing inspiration from nature and emulating 

its design principles, architects and designers can create buildings that are not only aesthetically pleasing 

but also environmentally friendly and resource-efficient. The three levels of biomimetic design (organism, 

behavior, and ecosystem) provide a framework for incorporating natural strategies into architectural 

projects. The case-based analytical studies analyzed in this research paper have showcased various 

successful applications of biomimetic architecture. These projects have demonstrated improved energy 

efficiency, reduced carbon emissions, enhanced natural ventilation and lighting, and better integration with 

the surrounding ecosystem. The outcomes of these research projects serve as evidence of the positive impact 

that biomimetic design can have on sustainability in the built environment. 
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Recommendations 

Based on the findings of this research, the following recommendations are proposed for further exploration 

and advancement of biomimetic architecture in achieving sustainability: 

I. Continued Research: Further research is needed to deepen our understanding of the relationship 

between biology, environmental science, and architectural design. This will help uncover more 

biomimetic design principles and strategies that can be applied to enhance sustainability in the built 

environment. 

II. Collaboration and Interdisciplinary Approaches: Encouraging collaboration between architects, 

biologists, engineers, and other relevant disciplines can foster innovative solutions. Interdisciplinary 

research and design teams can work together to develop biomimetic approaches that address complex 

sustainability challenges effectively. 

III. Knowledge Exchange and Education: Promoting knowledge exchange and educational initiatives 

among architects, designers, and students can raise awareness and understanding of biomimetic design 

principles and their potential for sustainability. Integration of biomimicry into architectural curricula 

can nurture a new generation of architects equipped with the skills and knowledge to create sustainable 

built environments. 

IV. Policy and Regulation: Governments and regulatory bodies can play a crucial role in promoting 

biomimetic architecture by incentivizing sustainable design practices and incorporating biomimetic 

principles into building codes and regulations. This can create a supportive environment for the 

adoption of biomimetic approaches in architectural projects. 
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Abstract 

Deep Learning (DL) models have shown strong results in detecting diseases from medical images. In this 

paper, we explored the challenge of classifying pulmonary diseases (PD) using chest X-rays. The research 

focuses on three common respiratory conditions: pneumonia, pulmonary tuberculosis, and pleural effusion. 

We proposed a new framework for detecting and classifying PD from chest X-ray (CXR) images. The 

process includes noise reduction, image enhancement, data augmentation, segmentation, feature extraction, 

and classification. To remove noise, we used a Gaussian filter, and for improving image quality, we applied 

an advanced histogram equalization method. The Region of Interest (ROI) of the lungs was extracted using 

Otsu’s threshold segmentation technique. For feature extraction, we used the Gabor filter to obtain texture 

details from the images. A Deep Convolutional Neural Network (DCNN) was then used for classification. 

The system classifies images into four categories: normal, pneumonia, pulmonary tuberculosis, and pleural 

effusion using a four-way SoftMax classifier. We tested four DCNN models: VGG16, VGG19, 

ResNet50V2, and DenseNet201. Among these, DenseNet201 performed best, achieving a training accuracy 

of 97.80% and a testing accuracy of 95.73%. Compared with other advanced models, DenseNet201 showed 

higher accuracy and better capability in detecting and classifying pulmonary diseases. 

Keywords: Feature Learning, Gabor Filter, Pulmonary Disease, Segmentation, X-Ray, Respiratory 

Conditions 

I. Introduction 

Pulmonary Diseases (PDs), also known as respiratory diseases, are diseases of the airways and the other 

structures of the lungs. PD is a disease that has many types under it that prevent the lungs from functioning 

properly. It can affect lung respiratory function, or the ability to breathe[1]. It is one of the world's most 

serious public health issues. This disease is a collection of chronic illnesses that damage the lungs' airways 

and other structures. It mostly affects the lungs and respiratory system [2]. 

Physicians used a variety of measures to distinguish between healthy and abnormal lung tissue anatomical 

structures, including intensity, shape, and texture[3]. However, due to the large amount of data collected 
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by an X-ray image, it is a difficult task. As a result, the development of automatic Computerized Aid 

Diagnostic (CAD) tools is required to assist physicians in more properly analyzing and evaluating X-ray 

images.  

The World Health Organization (WHO) reveals that pulmonary disease is one of the leading causes of 

increased mortality in humans [3]. To reduce the risk of high mortality rate to prevent respiratory diseases 

or illnesses appropriate treatment is required. Clinical examination is one of the methods used to diagnose 

various pulmonary diseases to save patients with appropriate treatments. The most common technique in 

clinical diagnosis is to use a CXR image to diagnose lung disease. In a clinical examination, the diagnosis 

is made by reading lung scan images. A highly skilled medical radiologist is required to read X-ray images 

of lung diseases or illnesses. However, this approach requires many medical professional workers to read 

scanned X-ray images.    

The proposed method is based on the DCNN algorithm, which uses a group of neurons to convolve and 

extract significant characteristics from a given image. CNN is a neural network that uses the convolution 

operation as one of its layers[4]. Multiple convolutions and pooling layers may be present in a CNN, which 

is then followed by a fully connected network. This enables CNN to create a concept hierarchy in which 

more complex notions are built on simpler concepts. The notion is that the features are generated by a 

sequence of convolution and pooling layers, and the final classification function is learned by a normal 

neural network[5]. 

II. Related Works 

Based on various experiments, Betsy Antony and Nizar Banu P. K. [6] investigated the detection of lung 

tuberculosis using methods such as filtering, segmentation, feature extraction, and classification. The 

researchers used a total of 662 X-ray images from the National Health Institute, 326 of which were normal 

and 336 of which were pulmonary tuberculosis. To remove unwanted noise from an image, a Gaussian 

filter and a median filtering technique were performed. The researchers used K-nearest neighbor, sequential 

minimal optimization, and simple linear regression models to detect whether pulmonary tuberculosis was 

represented or not. The classification accuracy in simple linear regression, sequential minimal optimization, 

and K-nearest neighbor is 79%, 75%, and 80% respectively. 

Norval, Wang, and Sun [7] studied the accuracy of two methods for detecting tuberculosis based on CXR 

images of patients using CNN. Various image preprocessing methods have been developed to find the 

highest precision. A total of 406 normal images and 394 abnormal images were used in the simulation. 

They used X-ray equipment from Shenzhen Hospital and X-ray equipment from Montgomery County. 
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Simulations show that the clipping region of interest plus the contrast enhancement produces excellent 

results. A hybrid method of combining primitive statistical CAD methods and neural networks has been 

studied. When the hybrid method is used to further enhance the image, better results can be obtained.  

The researchers [8] studied the analysis of tuberculosis by DL with segmentation and augmentation of CXR. 

This study addresses the accuracy of the prediction of tuberculosis for relatively small datasets. The CNN 

was trained on the pre-processed dataset obtained after lung segmentation. The study [9],  proposed based 

on preliminary results on pulmonary tuberculosis detection in chest X-ray using CNN. This study shows an 

experiment with a CNN architecture on public CXR databases to apply to diagnose pulmonary tuberculosis 

in chest X-ray images. As a consequence, depending on the network architecture, the study’s AUC ranged 

from 0.78 to 0.84, sensitivity from 0.76 to 0.86, and specificity from 0.58 to 0.74. 

The study [10], tried to simplify the diagnosis of pneumonia for professionals as well as for newcomers. 

The researchers recommend a novel DL framework for filtering using the concept of transfer learning to 

detect pneumonia. Another study [11], proposes a CNN model trained from scratch to detect and classify 

the presence of pneumonia from a collection of chest X-ray images. The researchers developed several data 

improvement algorithms to improve the image verification and classification accuracy of the CNN model 

and to enhance impressive verification accuracy.  

Researchers [12] proposed a convolutional neural network for the classification of images and early 

diagnosis of pneumonia. For producing feature maps of the preprocessed X-ray image, they used a 

convolutional neural network technique. They found out that the accurate experimentation model classified 

the images with an accuracy of 85.73%. Ayan et al.[13], trained two classic CNN models, XceptionNet and 

VGG16Net, to use transfer learning and adjustment to classify images containing pneumonia. The accuracy 

results of the Vgg16 model and the XceptionNet model are 0.87% and 0.82% respectively.   

Researchers in the study [6], surveyed state-of-the-art issues, and future directions that are used to provide 

deep learning of the lung’s diagnosis in medical imaging. The paper is intended to provide an extensive 

survey of PD using deep learning, especially focusing on tuberculosis, pneumonia, and COVID-19. Another 

study [14], aimed to solve the problem of a lack of medical information regarding the work of diagnosing 

chest lung disease X-ray images using small data sets. In that study, the researchers combined two relatively 

small data sets of less than 103 images per class for classification images (detection of pneumonia and 

tuberculosis) and objectives of segmentation. In the best performance framework, researchers used network 

segmentation and InceptionV3 deep model classification.   
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Generally, several research works have been carried out in the area of respiratory disease recognition, but 

there are unexplored areas in binary classification (Pulmonary tuberculosis and pleural effusion) and ternary 

classification (pneumonia, pulmonary tuberculosis, and pleural effusion). In conclusion, the previous 

research works do not include the above classifications. 

III. Materials and Methods 

We discussed a detailed description of the proposed system structure for the detection and classification of 

PD. It is required to pass through a series of steps starting from the preprocessing of images, segmentation 

of the ROI, feature extraction, and learning to classify into predefined classes. The proposed research 

methodology architecture is depicted in Fig. 1. 

A. Proposed System Architecture 

The proposed system includes five main components: preprocessing, data augmentation, segmentation, 

feature extraction, and classification.  
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Fig. 1. Architecture of the proposed research methodology 

B. Data Collection   

Sample X-ray images are required to perform image processing operations on it. The researcher needs a lot 

of X-ray image samples to carry out this work. We collected chest X-ray images from Debre Markos 

Referral Hospital. In the image acquisition phase, normal and diseased images were taken. The sample data 

source contains representatives from each class type such as normal, pneumonia, pleural effusion, and 

pulmonary tuberculosis. A total of 1,019 X-ray images were collected in DICOM file format.  
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The amount of collected X-ray image data was very small. When the amount of sampled dataset available 

is limited, some transformation is to be applied to the existing dataset to increase the amount of training 

sample set. As the size of training samples increased, the proposed system model was significantly 

improved. Due to the small size of our sample data source, we have increased data collection capacity using 

data augmentation techniques to improve system performance.  

As a result, we increased our total data amount from 1019 to 2460 because this number has achieved the 

desired result for our system performance model. The training dataset consisted of 80% of the randomly 

selected images. The remaining 20% were used during testing, and their class distribution was labeled as 

normal, pneumonia, pleural effusion, and tuberculosis. During the model process, the training dataset was 

divided into a training set and a validation set using a 0.10 (10%) validation split.  

C. Preprocessing  

Pre-processing aims to improve the quality of the X-ray image so that the model analyzes it in a better way. 

In this process, we have smoothed or blurred the X-ray images to improve the quality of the X-ray image 

by enhancing unnecessary distorted features during image pre-processing.  

1) Standardize images: In the preprocessing stage, the image size was resized to 224 x 224 pixels. Most 

advanced models [15] use the same image size as input, making it suitable for comparison. Using the same 

dimensions ensures consistency when evaluating our network against existing state-of-the-art models. 

2) Adjust image quality: In this study, image smoothing was used to remove noise from the samples. 

Reducing noise to restore the original image is often a complex process. To address this, we applied the 

Gaussian Blur technique to clean the images. The Gaussian filter was implemented using the function 

cv2.GaussianBlur with a kernel size of 5x5. 

The following function is used to calculate the Gaussian kernel [16]: 

The two-dimensional image Gaussian filter equation is given by: 

G(x, y) =
1

2πσ2 e
−

x2+y2

2σ2                                                                               (1) 

Where σ is the standard deviation of the distribution containing the x and y coordinates in two-dimensional 

images.   

3) Contrast enhancement: As depicted in Fig. 2, we used histogram equalization in this study to increase 

image contrast enhancements by enhancing the brightness difference between lung objects and their 
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backgrounds. There are two advanced histogram equalization techniques: these are Adaptive Histogram 

Equalization (AHE) and Contrasted Limited Adaptive Histogram Equalization (CLAHE). 

CLAHE has been used to improve the contrast of X-ray medical images. The contrast limitation of CLAHE 

distinguishes it from typical AHE. The CLAHE technique divides an input original image into non-

overlapping contextual parts known as sub-images, tiles, or blocks. There are two parameters in CLAHE: 

block size and clip limit, which are used to control image quality. The CLAHE method applied histogram 

equalization to each region of the X-ray image context. The clipped pixels are redistributed over each grey 

level, and the original histogram is cropped [17]. In the redistributed histogram, the intensity of each pixel 

is limited to a fixed maximum value, unlike in a standard histogram. 

After using the CLAHE method, we obtained improved X-ray images. The enhanced image was obtained 

by creating a histogram equalization mapping for all pixels. Improving contrast enhancement shows 

differences in image brightness.  During the histogram equalization mapping process, this study used clip 

Limit 2.0 and tile Grid Size (2, 2). These two parameters are used to improve X-ray image brightness as 

shown in the image below, Fig.2. 

 

Fig. 2. Effect of CLAHE (below) on the blurred input image 

D. Data Augmentation  

We used data augmentation techniques on the X-ray image dataset to increase the number of useful images 

and improve the diversity of the dataset. Data augmentation techniques have different criteria to make 

different identical content such as rotation range, horizontal shift, vertical shift, shear range, zoom range, 

and horizontal flip. We have used the above criteria in data augmentation operation to increase the size of 

our data sets. In our situation, we rotated our input images by 10 degrees at random. The random rotations' 

degree range is controlled by a 10-degree rotation range.  We also used the horizontal transformation of the 

images by 0.2 percent, and a vertical transformation of the images by 0.2 percent, which is called the width 
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and height shift respectively. In addition, the image angles are clipped in a counterclockwise direction by a 

shear range of 0.2 percent. The shear range controls the angle in an anti-clockwise direction as a radian in 

which our input image is allowed to be sheared. The image was then flipped horizontally after the zoom 

range was randomly zoomed to a ratio of 0.2 percent.  

E. Segmentation  

Image segmentation is well known for allowing the splitting of an image into targeted image objects or 

segments that appear as distinct categories of pixels, with each category becoming a segment. In this study, 

we used Otsu's thresholding technique, which has been widely reported to yield interesting findings. It is 

important to distinguish between ROI and other image regions. This technique allows for automatically 

computing the optimum threshold value from the input image[18].  

So far, we have used a 5x5 Gaussian kernel to eliminate noise from our image samples, followed by Otsu 

thresholding. As a result, threshold segmentation was used to divide the image into the area of interest and 

another region. The main work is to separate the image histogram into two clusters by minimizing the 

weighted variance of these classes denoted by σω 
2 (t). The total computation equation is described as 

follows: - 

 σω 
2 (t)=ω1(t)σ1

2(t) + ω2(t)σ2
2(t)                                                                                  (2)                             

ω1(t), ω2(t) are the probabilities of the two classes divided by threshold t, with values ranging from 0 to 

255. There are two options for finding thresholding. The first is to minimize the class variance described in 

the above σω 
2 (t) and the second is to maximize the variance between classes by using the following 

expression.  The variance between classes is defined as[19]:- 

αb
2(t) = ω1(t)ω2(t) (μ1(t) − μ2(t))2                                                                 (3) 

            αT
2 = αb

2(t) + σω 
2 (t)                                                                                              (4) 

Where αT
2   and μ are the total variance of the image and the mean of the class, respectively. As shown in 

Fig.3, when we applied the Otsu method to the raw image, we obtained the ROI result on the image.   

 

Fig. 3. ROI Segmentation 
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F. Feature Extraction  

The structure of a human lung is interesting, and it holds a lot of textural information. It has distinguishing 

textural features that are used to determine whether a person is infected or not. We have used the Gabor 

filter technique to extract features of the X-ray images. Gabor filters have long been popular in computer 

vision, particularly for texture analysis. Textural properties in images can be utilized to detect lung illnesses 

accurately. The Gabor filter is one of the most widely used techniques for extracting or analyzing texture 

features[20]. A collection of Gabor filters with varying frequencies is used to extract textural characteristics 

from the image.  

As depicted in Fig.4, when we apply a Gabor filter on raw images, the textures on the image are easily 

visible and easy to identify and classify for lung disease for the CNN model. 

 

Fig. 4: Left: raw image right: image on the left applied with Gabor filter 

G. Classification  

Classification is the final task of this work. As we discussed in the literature review, there are different 

algorithms used for classification purposes. In this study, we selected VGG16, VGG19, ResNet50V2, and 

DensNet201 classifiers with SoftMax activation functions for classification. The reason we chose these 

classic learning models is based on popularity as they are now highly rated for feature extraction and 

classification. Classification is done by using the knowledge from the learning model, which is constructed 

by using the training and testing phases. In the training phase, the training dataset is used. By using the 

knowledge from the learning model, we categorize each image (in the testing dataset) into a specific or 

predefined class (normal, pneumonia, pulmonary tuberculosis, and pleural effusion). 

IV. Experimental Setup and Result Analysis 

A. Experimental setup  

We defined several system hyperparameters and selected their values carefully based on experimental 

results. Designing and developing a high-performing system model is a critical task. The performance of 

the system depends largely on the choice of network parameters. Since many hyperparameters need to be 

tested at each stage, we identified the best values for each one in network architecture. In the proposed 
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system, different parameter combinations were tested, and the model with the lowest loss or error rate was 

chosen. 

We have been feeding neural network training data throughout epoch 30. We got a better fit when we fed 

it a new "unseen" input (test data). After training our model using epoch 30, we got optimal model 

performance. Our network was trained with Adam Optimizer. Adam is one of the deep neural network 

training optimizers that uses an adaptive learning rate optimization mechanism. We used the ReLU 

activation function. For multiclass classification tasks, the SoftMax function is utilized. We have developed 

a network or model for four-class classification, and the network's output layer has the same number of 

neurons as the target's number of classes. For this reason, we used the SoftMax activation function for 

pulmonary disease classification to improve performance and computational time.   

B. Models  

The models were expanded with feature flattening, a fully connected layer having 512 and 256 neurons, 

dropout, and a SoftMax classifier. When we chose and used this neuron, we achieved the highest accuracy 

according to our goals. When measuring network performance, we found a good representation of our test 

goals using metrics. The deep neural networks had a total of 6,423,812 trainable parameters for VGG16, 

25,695,236 for VGG19, 51,382,788 for ResNet50V2, and 48,171,524 DenseNet201. Before feeding the 

input images into deep neural networks used for feature extraction, all image batches were adjusted to match 

the same format (batch size, input scale, etc.) as those used in the trained models. During training, our 

neural network classifiers learned bias and weight parameters by backpropagating errors to minimize 

categorical cross-entropy using the Adam optimizer. 

The models were later validated using different sets of hyper-parameters observed during the training 

process. The SoftMax classifier produces a vector of probabilities indicating whether or not an input image 

belongs to one of the classes. The final class is the one that corresponds to the highest value, and its position 

is then mapped back to a class.  

The model is trained on 30 epochs, a batch size of 32 and 64, and a starting or initial learning rate of 0.001 

(1e-3). The data is partitioned into a training and testing dataset, which means that the training dataset is 

used to train the model, and the test dataset is assigned to test the performance of the model.  

C. Results  

We have used precision, recall, and F1-score to measure the performance of our model. We showed the 

performance of our model by applying the Gabor filter. The training phase is the sequence of feature 
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flattening, activation function, and fully connected layers and dropout after the final fully connected layers 

and before the SoftMax classifier. The training process was then stopped, and the final results were 

measured as an average of all results obtained at that step. The final step was to demonstrate the 

performance of selected models on previously unknown data (test set).  

   

Fig. 5. Confusion matrix and classification accuracy VGG16 model on batch size 64 

 

Fig. 6. Training and validation accuracy curve of VGG16 on batch size 64 

 

Fig. 7: Training and validation loss curve of VGG16 on batch size 64 
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Table I: Experimental Test Result  

Model Epoch 
Learning 

rate 
Optimizer 

Batch 

Size 

Training 

Accuracy (%) 

Test 

Accuracy 

(%) 

Loss 

Accuracy 

(%) 

Model 

size (in 

MB) 

VGG16 30 0.001 Adam 
32 92.21 90.04 43.31 4.6 

64 94.12 90.24 36.14 4.6 

VGG19 30 0.001 Adam 
32 96.65 90.24 37.87 25.69 

64 97.47 92.07 30.26 25.69 

ResNet50V2 30 0.001 Adam 
32 95.05 94.31 24.93 51.38 

64 96.82 94.51 33.08 51.38 

DenseNet201 30 0.001 Adam 
32 95.65 95.12 19.01 48.17 

64 97.80 95.73 16.92 48.17 

V. Discussion 

Experimental results of the proposed model for automatic detection and classification of PD are described 

in detail hereunder. The dataset used and the implementation of the proposed model are described briefly. 

We have developed four deep CNN models, which are VGG16, VGG19, ResNet50v2, and DensNet201. 

These models were trained using the same epoch, learning rate, and optimizer. We have defined the 

experimental result for each model. For each model as depicted in Fig. 5, 6, and 7, we described in detail 

the confusion matrix, classification report, accuracy, and loss curve.     

The models are trained using the same image size. In these trained models, we used standard image sizes 

(224,224). We have evaluated the performance of our model by comparing its performance with the state-

of-the-art models. To begin with, using two different batch sizes, we showed the performance of the models. 

We trained models using two different batch sizes: 32 and 64.  When we changed the size of the batch, our 

model performances showed a little difference in training accuracy and test accuracy. As shown in Table I 

above, the trained models in batch size 64 performed better than those in batch size 32.  In addition, 

comparisons of the models are performed based on accuracy, loss, and size of parameters.  In terms of size, 

the training is better to train the model quickly on a small size (small number of parameters). The VGG16 

model has a small number of parameters, so it is better to train the model. However, this model has high 

validation loss and smaller test accuracy compared to the other models. As a result, VGG16 has made the 

computational resources especially those used in memory more efficient.  Based on the accuracy of the 

model, the DenseNet201 model has achieved a higher accuracy for the detection and classification of 

diseases. The experiment result of the DenseNet201 model trained in a batch size of 32 achieved 95.65% 

training accuracy and 95.12% testing accuracy. As well, the experiment result of the DenseNet201 model 
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trained in batch size 64 achieved 97.80% training accuracy and 95.73% testing accuracy. The DenseNet201 

model trained on a batch size of 64 has a low validation loss value (16.92%), making it better for classifying 

pulmonary disease cases. 

Generally, the DenseNet201 model ensured the best result without overfitting or underfitting problems. The 

result of the DenseNet201 model did not show much difference in terms of training and testing accuracy. 

The DenseNet201 model has higher classification accuracy than VGG16, VGG19, and ResNet50V2. 

Therefore, the DenseNet201 model is better for finding new pulmonary disease cases.   

VI. Conclusion 

In this study, we focused on exploring lung disease classification problems using deep neural networks. A 

deep CNN model was developed for the detection and classification of PD using images of both normal 

and infected lungs. We used Gabor filter techniques before the DCNN algorithm to improve our model 

performance. The Gabor filter technique is used for textural features to determine whether a person is 

infected or not. The textural features in images are used to detect lung illnesses accurately.  As a result, the 

use of the Gabor filter has made our model's performance better.  

The significance of the developed system has changed in the progress of diagnosis in terms of accuracy and 

efficiency. The CXR images were used in the proposed method to separate four classes into normal, 

pneumonia, pulmonary tuberculosis, and pleural effusion. We also compared our proposed deep CNN with 

other neural learning networks (Including VGG16, VGG19, ResNet50V2, and DensNet201). The model 

results are summarized in Table I, in which we used accuracy to evaluate the performance since the test 

dataset in the class was equally distributed. In our models, the DenseNet201 proposed model has achieved 

better results in terms of accuracy and loss. In terms of accuracy, we have 97.80% training accuracy and 

95.73% testing accuracy which are far above state-of-the-art models. So, the DenseNet201 model that 

records higher accuracy is better for detecting and classification of pulmonary diseases. Due to the good 

performance of the proposed algorithm, it can be used as a smart computer assistant in the field of medicine 

for rapid diagnosis. 
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Abstract 

The production of industrial and agricultural residual byproducts can generate significant environmental 

impact. In response, incorporating supplementary materials made from agro-industrial wastes to create 

more sustainable concrete is being undertaken. However, testing the performance of these waste-based 

concrete mixtures can be time-consuming and expensive. To resolve this problem, this study utilized three-

dimensional non-linear Finite Element simulation using the ABAQUS/Computer Aided Engineering 

software/ to predict the behavior of a reinforced concrete beam that incorporated 20% IOT as partial sand 

replacement. The ultimate load obtained from the 20% IOT concrete beam was compared with experimental 

results, which showed a 19% positive difference in terms of the load-carrying capacity. Hence, the 

simulated experiments successfully predicted the damage behavior of the 20% IOT concrete, indicating the 

potential of this modeling approach to accurately predict the performance of waste-based concrete mixtures 

in various designs. 

Keywords: ABAQUS, Computer Aided Engineering, Iron Ore Tailings, Numerical Analysis, Rein-forced 

Concrete Beam 

I. Introduction 

Concrete is a popular construction material worldwide [1]. It is made up of a combination of coarse and 

fine aggregates, cement, water, and sometimes other components. The high demand for aggregates has led 

to a scarcity of their non-renewable natural sources and the search for more sustainable options [2]. On the 

other hand, the production of cement results in significant greenhouse gas emissions and air pollution [3]. 

Research has indicated that the ordinary Portland cement industry is responsible for approximately 7% of 

the world's CO2 emissions, with the majority being released during concrete production [4]. It takes 1.6 

tons of raw materials and emits 1 ton of CO2 to produce just 1 ton of ordinary Portland cement [5]. To 
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minimize the negative impact on the environment, there is a need to find alternatives to cement with a lower 

carbon footprint. 

Iron ore tailings are a common waste product of the mining industry that is generated during the extraction 

and processing of iron ore. These tailings are typically composed of a mixture of crushed rock, water, and 

chemicals used in the beneficiation process, and they can be disposed of in a variety of ways, including in 

tailings storage facilities or backfilling into mining pits. 

The disposal and management of iron ore tailings can pose significant environmental challenges. These 

tailings can release harmful chemicals and heavy metals into the environment, leading to soil and water 

contamination and potentially harmful effects on human health and ecosystems [6], [7]. In addition, the 

construction and maintenance of tailings storage facilities can be expensive and resource-intensive [8]. 

However, iron ore tailings also present opportunities for resource recovery and reuse. They can be used as 

a source of valuable metals and minerals, as well as for the production of construction materials such as 

concrete, bricks, and ceramics [9], [10]. The utilization of iron ore tailings as a substitute for natural 

aggregates in concrete has shown great potential in recent years, providing a sustainable solution to reduce 

the demand for virgin aggregates and waste accumulation [10], [11]. 

In related works, the contribution of the iron ore tailings material to the flexural behavior of the reinforced 

concrete beam elements is described in terms of load-concrete strain, load-steel strain, load-deflection 

relationships, cracking behavior, and the ultimate load at failure [12]. [13] investigate the replacement of 

natural quartz sand with an iron-rich mine tailing in PVA-reinforced AAM. [14] study geopolymer bricks 

using iron ore tailings, slag sand, ground granular blast furnace slag, and fly ash. Development of 

geopolymer binder-based bricks using fly ash and ground granulated blast furnace slag has been carried 

out. [15] aim to identify the influence of the incorporation of iron ore tailings (IOT) obtained from the 

Germano dam in Brazil in the substitution of sand fractions in concrete. 15%, 30%, 50%, and 70% iron 

tailings were used to replace the natural sand in concrete, and 1.5% steel fiber and 0-0.75% PVA fibers 

were added to the iron tailings concrete [16]. Other influential work includes [17]. However, while the 

usage of alternative materials in concrete mixes, such as IOT, has been considered a solution to the 

environmental and economic impacts of natural sand depletion, there is a lack of comprehensive 

understanding of the structural behavior of concrete containing these materials under long-term loading and 

environmental exposure.  
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This paper presents a numerical investigation of reinforced concrete beams containing iron ore tailings as 

a partial replacement for sand. The research aims to evaluate the mechanical and structural performance of 

reinforced concrete beams with 20 percent iron ore tailings replacement. The investigation focused on the 

flexural strength, crack pattern, and failure modes of the beams. The findings of this research will provide 

valuable insights into the potential of iron ore tailings as a sustainable and cost-effective alternative to 

natural sand in concrete production. 

II. Finite Element Model 

The study of the performance of concrete has been made possible by advances in finite elements and high-

end computers. One of the computer software used to solve complex engineering problems and applicable 

across industrial disciplines such as mechanical engineering and civil engineering is ABAQUS. According 

to failure behavior criteria, a geometry model can be constructed [18]. The ABAQUS explicit dynamics 

finite element program is a mathematical technique used for integrating equations of motion through time. 

Previous research [19] and [20] have shown that predicted load defection curves, the linear law, even though 

slightly neglected the initial stiffness, and the test peak curve for plain concrete (though steep for triangular 

mesh) were in good agreement with the corresponding standard experimental values. 

A.  Description of the FE Model 

To model reinforcement in ABAQUS, a truss element called T3D2, which is a 3D element with 2 nodes, is 

used. For simulating the behavior of concrete, a 3D general-purpose linear brick element, C3D8I, with 8 

nodes and 1 integration point is employed. An elastic-perfectly plastic model is utilized to simulate the 

material behavior of the longitudinal and transverse reinforcement in ABAQUS. This model ensures that 

the reinforcement is embedded in the same degree of freedom as the concrete, ensuring perfect bonding 

between the two materials. Tables I and II present the concrete properties and the concrete damage 

parameters used for modeling the concrete in ABAQUS. 

Table I:  Materials Properties Parameter for Concrete Containing 20 % Iot 

Dilation 

Angle 

Eccentricity 

(mm) 

Initial biaxial/uniaxial 

ratio 

K Density 

(kg/m3) 

Young’s Modulus 

(x10-6 MPa) 

Poisson 

ratio 

400 1.0 1.16 0.667 2430 26,530 0.26 
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Table II:  Concrete Damage Plasticity Parameters 

Compression Behavior Tension Behavior 

Yield Stress 

(Mpa) 

Inelastic 

Strain 

Damage 

Parameter 

Yield Stress 

(Mpa) 

Cracking 

Strain 

Damage 

Parameter 

12.87000 0.00000 2.41370 0.00000 0.00000 0.00000 

13.01573 0.00000 2.33619 0.54410 0.00420 0.03211 

15.44780 0.00001 1.78654 0.61722 0.00496 0.25983 

17.77072 0.00002 1.37712 0.67193 0.00569 0.42946 

19.96187 0.00003 1.11500 0.71392 0.00641 0.53805 

22.00059 0.00006 0.93943 0.74694 0.00712 0.61079 

23.86922 0.00008 0.81500 0.77346 0.00782 0.66234 

25.55379 0.00012 0.72249 0.79516 0.00851 0.70067 

27.04457 0.00016 0.65104 0.81320 0.00920 0.73027 

28.33630 0.00021 0.59415 0.82841 0.00989 0.75384 

29.42813 0.00027 0.54773 0.84140 0.01057 0.77308 

30.32330 0.00034 0.50907 0.85261 0.01125 0.78909 

31.02866 0.00041 0.47634 0.86237 0.01193 0.80265 

31.55409 0.00049 0.44823 0.87094 0.01261 0.81430 

31.91175 0.00057 0.42381 0.87853 0.01328 0.82441 

32.11546 0.00067 0.40237 0.88529 0.01396 0.83330 

32.18000 0.00076 0.38337 0.89134 0.01463 0.84117 

32.06651 0.00087 0.36641 0.89680 0.01531 0.84820 

27.79177 0.00170 0.35116 0.90175 0.01598 0.85452 

22.27407 0.00258 0.33736 0.90624 0.01665 0.86023 

17.88359 0.00341 0.32481 0.91035 0.01732 0.86543 

14.67073 0.00420 0.31335 0.91412 0.01799 0.87018 

12.31800 0.00496 0.30282 0.91758 0.01866 0.87454 

10.55733 0.00569 0.29311 0.92078 0.01934 0.87856 

9.20590 0.00641 0.28413 0.92374 0.02001 0.88229 

8.14341 0.00712 0.27579 0.92649 0.02068 0.88574 

7.29007 0.00782 0.26802 0.92906 0.02135 0.88896 
 

III. Experimental Set-Up 

Previous research has shown that the ultimate replacement level for IOT in concrete is 20 %. Thus, on this 

basis, concrete grade 25 was designed using the DoE method and incorporating OPC. The quantities 

obtained are presented in Table III. Testing of the beam specimen was conducted after 28-day curing in 

water to determine the flexural behavior of the beam in terms of cracking pattern, failure mode, and load 

vs deflection. 
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Table III: Constituent Materials for A Cubic Meter of Concrete 

 Constituent Materials (Kg/m3) 

Concrete 

Samples 
Water Cement 

Fine 

Aggregate 

Iron Ore 

Tailings 

Coarse 

Aggregate 

0% IOT 210 362.06 668.88 0.0 1189.12 

20% IOT 210 362.06 535.10 133.78 1189.12 
 

For this study, six beam specimens were cast and tested: three for the control group and three with a 20% 

IOT sand replacement level. The length of each beam was 1500mm with a cross-sectional area of 200mm 

depth and 100mm width. The beams were double reinforced using 2Y8 high tensile bars and R4 mild steel 

round bar stirrups. Testing was conducted following BS EN12390-5:2009, using a four-point load to 

measure the ultimate failure load after 28 days of curing. Fig. 1 illustrates the experimental setup of the 

beam. 

 

 

 

 

 

RESULTS AND DISCUSSION 

Fig. 1: Experimental set-up 

A.  Flexural Strength of the Beam 

The flexural strength test result is presented in Table IV. It is observed that the flexural strength gains of 

the concrete containing IOT was superior to control specimens. It is observed that the flexural strength of 

concrete containing 20% IOT for M25 at the age of 28 days was found to develop a higher flexural strength 

of 19.4% above that of the control concrete beam. In general, concrete containing IOT showed higher rates 

of flexural strength development throughout the curing period. 

Table IV: Flexural Strength of 20% IOTs Concrete Beam 

Type of Concrete Mix Age (days) Flexural Strength (MPa) % difference 

Control mix 28 7.2  

20% IOT mix 28 8.6 19.4 
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B.  Cracking Pattern in the Beam 

From Fig. 2, both control (0% IOT) and 20% IOT concrete beams can be observed to have primary cracking 

patterns at the middle region which propagates diagonally towards flexural failure. However, minimal 

failure concentration in the FE model is shown in Fig. 3 while in the experimental beam, multiple cracks 

were visible. However, it can be said in general terms that cracking patterns in both the experimental beam 

and ABAQUS model have a good agreement and compare well. 

 

Fig. 2(a). Experimental Cracking Pattern in Control Beam 

 

Fig. 2(b). Experimental Cracking pattern in 20% 

 

Fig. 3. FE Model Cracking Pattern 

C. Axial Load Vs Displacement 

During the ABAQUS analysis, the history output request was utilized to examine the vertical load versus 

displacement for a beam model in FEA. Fig. 4 and 5 show the load against the corresponding displacement 
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of the beam model for both control and 20% IOT concrete respectively. The results reveal that the 20% 

IOT concrete has a greater load-bearing capacity in both the experimental and FE models. The load 

increment trends against displacement were also similar between the experimental beam specimen and the 

simulation model, indicating that the FE model can accurately predict the behavior of the IOT concrete 

beam. 

 

 

 

 

 

 

 

 

 

 

Fig 5. Load vs Displacement for FE Model and Experimental 20% IOT 

D.  Parametric Study 

A study was conducted to analyze the failure mode of a beam model by varying its geometric parameters. 

This parametric study aimed to investigate the failure criterion across different cross-sectional dimensions 

and lengths that were not covered in previous experimental works. 

Fig. 4.  Load vs Displacement for FE Model and Experimental Beam Control 
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In Fig. 6(a) and 6(b), the beam failure mode for a 450mm x 230mm beam with a 3m length, 10mm links, 

and 2Y16 and 3Y16 as top and bottom reinforcements, is shown. The stress pattern cracking mode for both 

the control and 20% IOT concrete beams showed similar behavior at 3m length. The red color indicates the 

locations of the concrete with large plastic strains, which correspond to the points with significant shear 

cracks. Meanwhile, the blue color represents points with low strain values. 

 

 

 

 

 

 

 

 

IV. Conclusion and Recommendations 

In conclusion, the study suggests that incorporating Iron Ore Tailings (IOT) as partial cement replacement 

has the potential to reduce the environmental damage caused by the waste. The focus was on analyzing the 

flexural strength and displacement of a 20% IOT concrete beam model, which performed better than the 

beam from a traditional concrete mixture. The ultimate load obtained from the 20% IOT concrete beam 

was compared with experimental results, which showed a 19% positive difference in terms of the load-

carrying capacity. Additionally, a parametric study was conducted by varying the length, which showed a 

steady increase in the ultimate load capacity. However, the mode of failure remained the same, with more 

visible cracks. 

It is recommended to incorporate IOT as a partial sand replacement of up to 20% in concrete to reduce the 

environmental damage caused by the waste. Further studies with different boundary conditions, beam 

model dimensions, and various material properties are suggested to overcome financial and time 

constraints. The concrete damage plasticity model can be used to effectively predict the failure behavior of 

the concrete. The use of IOT in concrete production can contribute to sustainable development efforts. 

Overall, the study is a step toward sustainable development, and the hope is that the findings will be 

beneficial to researchers and practitioners in the field. 

a) 20% IOT Concrete Beam b) 0% IOT Concrete Beam 

 Fig. 6 (a&b).  FE Model Cracking Pattern for a 3m Beam 

 

. 
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Abstract 

In Ethiopia, there are diverse Indigenous Knowledge systems across different regions and ethnicities. The 

Konso people, specifically, possess unique indigenous knowledge used for various purposes, such as 

weather forecasting, traditional medicine, soil conservation, and environmental protection to enhance 

productivity. The primary objective of this research study is to explore and design an Indigenous 

Knowledge Management framework specifically focused on soil conservation mechanisms among the 

Konso people. Therefore, it is crucial to explore and design an IKM framework and develop a prototype 

that simplifies the processes involved in knowledge management. The research adopts an exploratory 

research method and a design science research design to gather knowledge from various sources. Both 

qualitative and quantitative research approaches were employed, utilizing data collection tools such as 

interviews (questionnaires), surveys, technical observations (checklists), and analysis of existing 

documents. The collected data revealed new insights, leading to the design and development of a newly 

proposed IKM framework for soil conservation, implemented using the SWI Prolog tool. Furthermore, the 

designed and developed IKM framework for soil conservation was evaluated and validated according to 

ISO-1826 I standards. The findings of this study indicate its significant importance in terms of knowledge 

sharing, transfer, utilization, and preservation, particularly in combating soil erosion and land degradation 

in Ethiopia, specifically among the Konso people. User and expert evaluations were conducted, with the 

results showing that 70% of respondents acknowledged the knowledge deliverability, 87.5% found the 

framework attractive, 75% agreed on its accessibility, and 62.5% deemed it suitable for their needs. These 

results strongly support the notion that the proposed IKM framework and prototype for soil conservation 

among the Konso people can effectively share, transfer, and preserve indigenous knowledge for future 

generations. 

Keywords: Indigenous Knowledge, KM Framework, Knowledge Management, Knowledge Preservation, 

Soil conservation 
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I. Introduction 

Currently, the role of Indigenous knowledge (IK) which is traditional knowledge has different roles for 

different purposes that exist in the different ethnic groups of one country in this world. Ethiopia has more 

than 80 ethnic groups that own their indigenous knowledge systems. Among Ethiopian ethnicities, Konso 

is one very well-known ethnicity that has its different indigenous knowledge used for different purposes 

like weather forecasting, traditional medicine, soil conservation, etc. Accordingly, among the Konso 

People, soil conservation is one of the mechanisms used for environmental protection and prevention of 

land degradation by using their indigenous knowledge. Since the Konso people have their own localized 

soil conservation mechanisms, IK starting from ancient times is highly needed to be transferred to the next 

generation. The transfer of this very power to environmental protection that increases productivity and the 

use of computing technology for knowledge preservation from generation to generation is thus vital. 

Therefore, exploring and designing the framework for this indigenous knowledge of the Konso people’s 

soil conservation mechanism has a great impact on knowledge sharing and preservation. 

Also, this IK provides a very important input to socio-cultural capital that is essential for communities to 

not only survive but also to go beyond and flourish within the given contexts of that community’s 

geography, environment, culture, and economy.  

However, IK has a great role not only in solving problems but also in socio-economic development that 

faces one community, particularly soil erosion, based on their local norm and serves as a bridge to cultivate 

and tie community with its surrounding phenomena to communicate with it [1]. Hence, in this research 

study, the researchers explore and design the IK framework with a functional prototype for the Konso 

people’s soil conservation mechanisms.  

A. Statement of the Studied Problem 

Nowadays, the soil conservation mechanism IK of Konso people is serving the community in the socio-

economic activities and this knowledge has been playing a great role in the protection of the soil from 

erosion and the increasing of agricultural productivity. Practicing this IK of the Konso community in all 

parts of our country Ethiopia is very important. However, there are different gaps in how the IK access, 

share, and preservation tasks are carried out in the community. This is due to a lack of computing technology 

that captures, represents, shares, and preserves the IK of the community. To practice this IK, it is necessary 

for the community to first know and understand the basic principle of the mechanism and correctly apply 

it, but no KM approach facilitates the utilization and preservation of this knowledge. 

The utilization and management of this relevant IK are still extremely poor and still not supported by the 

KM approach and practiced in a computing way extensively in IK sharing and preservation. Based on a 
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deep review of the literature, there is a crystal-clear lack of research studies focused on managing IK using 

knowledge management approaches. Also, the exploration and application of the KM approach for 

designing the IKM framework are still not fully exploited to support soil conservation for managing and 

enhancing the usability of the soil conservation IK. The importance of the IK obliges a need to manage the 

IK for effective leverage of the IK and continued innovation, supported with computing. Here is the gap 

where the researcher is motivated to propose and introduce appropriate solutions by designing a framework 

for this IK that facilitates the full management, preservation, and usage of this IK.  

Because the KM approach is not applied in this specified area, different problems have occurred like lack 

of Indigenous knowledge sharing, utilization, preserving, and lack of IK management approach which are 

the most challenging for the users. Depending on this indigenousness and the importance of this IK in the 

different socio-economic lives of the people in Ethiopia, the researcher is inspired to introduce suitable KM 

approaches that can increase the utilization of this IK.  

Soil degradation in the structure due to water erosion is one of the most extreme and critical environmental 

problems of sub-Saharan Africa in general and Ethiopia in particular because of its consequences on 

subsistence agriculture upon which the livelihood of not less than 75% of the populace depends. In response 

to that, countless soil and water conservation practices on the grounds have been undertaken. However, the 

impact of the campaigns failed because the techniques that have been delivered used in soil and water 

conservation had been of little interest to the local community. They did not consider whether or not the 

neighborhood could observe and understand the techniques without problems based on their existing 

practices. 

In addition, over the previous decades, Ethiopian government organizations have been attempting to assist 

higher land use and promote exclusive methods to end soil degradation and enhance peoples’ living. 

Furthermore, the previous development efforts had given much less attention to IK practices and farmers’ 

participation in solving their environmental problems. The past 10 years have witnessed extreme soil 

degradation in Ethiopia. This was because the indigenous practices have been challenged by present-day 

land management. Indigenous communities advance and allocate land use structures closely interconnected 

to their lifestyle and well adapted to their ecosystem [8]. 

Agricultural practices in Ethiopia have long been accompanied by soil erosion. The estimated annual soil 

loss in Ethiopia is approximately 1.5 billion tons [8]. Sustainable use and management of soil are thus 

pivotal to enhance the immense role of agriculture in the present economic development. However, soil 

conservation through indigenous knowledge practices is frequent in some parts of the world where the 

communities develop the norm of conservation practices and perpetuate it from generation to generation.  
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B. Significance of the Study 

In this study, we explored the IK-designed framework and a developed functional prototype that has great 

significance for the development of this environmental protection IK and increase of the agricultural 

productivity in Ethiopia by solving soil degradation and greenhouse effects. So, the Konso people and the 

Ethiopian government (Agriculture sector) will directly benefit from this proposed research study. 

II. Literature Review 

Different scholars defined Knowledge Management (KM) differently in different domains. According to 

[9] and [10] KM is an impression that one company or organization, group or individual collects, transfers, 

and arranges the knowledge and brings the importance from their understanding.  Also, KM can be defined 

as a sharing of knowledge between enterprises, teams, or individuals that are located in the same or different 

locations [9]. 

In addition to this according to [5], IK is part KM that is a non-codified knowledge in the mind of 

individuals or communities’ way of working and lifestyle of one or more communities to support 

individuals, groups, and organizations. According to some scholars’ findings, IK is a knowledge that 

appears traditionally in one society to teach generations about knowledge of the ecosystem [6] [7].  

As per [12], different scholars show in their findings Nonaka knowledge management model that 

Socialization, Externalization, Combination, and Internalization (SECI) are very important for the 

discovery, creation, capturing, sharing, utilization, and preservation of knowledge.  

According to [11], knowledge representation (KR) is the process of application of logic and ontology to 

construct a computational model for a specific domain to solve problems like conflict resolution, 

reconciliation, and compensation. In this study, the researcher tries to represent extracted knowledge using 

the knowledge representation technique. 

III. Research Methodology 

A. Research Design and Approach 

Different types of research designs can be used by researchers as per the purpose of the study. Furthermore, 

the design stands to ensure that pertinent information for the research is acquired [14]. Also, it is considered 

a plan of action to solve the research problem by analyzing data and drawing conclusions [15]. Accordingly, 

in this research study, design science research design was used and depicted in Fig.1. This research design 

contains different steps of action like problem identification and motivation, the definition of the objectives 

for a solution, design and development, demonstration, and evaluation. Fig. 2 depicts the research process 

design process. 
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In this research study, both qualitative and quantitative (mixed) research approaches were used. Thus, a 

mixed research approach was used to collect data from primary and secondary sources to solve specified 

domain problems. 

 

Fig. 1. Design: science research design [16] 

B. Data Collection Method 

In the research study, data were collected from primary and secondary sources using different data 

collection tools like surveys (questionnaires), interviews, technical observation (checklist), and focus group 

discussions. Primary data sources are community leaders, elders, community, communication, the culture 

and tourism office, and the environmental protection office. Also, secondary data sources used are 

published books, manual records, articles, magazines, and newspaper feature articles [20] about soil 

conservation mechanisms. 

C. Tool Selections  

As depicted in Fig. 2 the tool selection process is carried out to select the tools for designing the framework 

and develop the proposed functional prototype. 
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Fig. 2. Tool selection 

D. Design of a proposed Indigenous Knowledge Framework  

KM framework is a knowledge management application to construct (integrate) knowledge management 

(KM) components together to enhance the KM process performance for organizational competitiveness 

[22]. According to [23], the KM framework is used to connect the organization with the main area of 

the KM process to support the KM approach, awareness, objective, and overall planning of the 

organization. 

In this research study, the proposed IK framework was designed, and the functional prototype was 

developed by combining some KM components like acquisition, capturing, storing, transferring, sharing, 

utilizing, and preserving IK in Konso Soil Conservation Mechanisms. Therefore, the newly proposed IK 

framework for oil conservation was explored, designed, and developed as depicted in Fig. 3.  

IV. Result Discussion and Findings 

To understand the current usage of Konso People’s Indigenous Knowledge in soil conservation 

mechanisms, the researchers collected data from primary and secondary sources through data collection 

tools like survey questionnaires, structured interviews, and technical observation from the community 

leaders, local elders, local community, environmental protection office, communication office, agricultural 

extension experts, and the culture and tourism bureau in the Konso Zone. Accordingly, 40 key respondents 

participated in the data collection from the different offices mentioned above. Generally, the discussion 
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results indicated in the following Table I and Fig. 4 to Fig. 5 illustrate the outcomes of the data being 

analyzed and discussed. 

Therefore, to design and develop the proposed IK framework for soil conservation Nonaka model was 

selected, because this model is used to codify knowledge and is easy to convey, share, transfer, and 

categorize the KM model into four stages (SECI) that are used to convert from one type of knowledge to 

others. Also, for the functional prototype SWI-Prolog programming tool was used for implementation, and 

the proposed framework was evaluated. 

A. Exploring the Current Status of IK of Soil Conservation in Konso People 

As depicted in Table I and Fig. 4 to Fig. 5, the findings of this research study reveal that the majority of the 

respondents, 21(51.2%), agreed with a high to very high response on the Konso community's IK soil 

conservation, which has been used as a conservation mechanism. 18(46.3%) of the respondents agreed that 

from low to very low about the key information about soil conservation of Konso community IK. Also, 

21(53.7%) of respondents agreed on the futuristic plan for IK soil conservation with low to very low, 

whereas 16 (42.5) respondents responded that they agreed on the plan for the soil conservation of Konso 

people’s soil conservation mechanisms. 26(65.8%) of respondents agreed with low to very low responses 

regarding the use of new technology for soil conservation whereas 13(31.3%) agreed that they are using 

the new technology for soil conservation. 
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Fig. 3. Proposed indigenous knowledge management framework for soil conservation 

Table I: Evaluation Standard for Current IK Framework for Soil Conservation 

Current use of IK for Not at all  Very low  Low High  Very high  

1 Information about key soil 

conservation 

1(2%) 8(19.5%) 10(26.8%) 16(39%) 5(12.2%) 

2 Plans for soil conservation 2(4.8%) 9(22%) 12(31.7%) 12(31.7%) 4(9.8%) 

3 The use of technology to preserve 1(2.9%) 6(14.6%) 20(51.2%) 11(26.8%) 2(4.5%) 

4 processes sharing and dissemination 2(4.9%) 6(14.6%)  17(41.5%) 12(31.7%) 3(7.3%) 

5 Information about new initiatives 1(2.5%) 9(22.5%) 21(52.5%) 5(12.5%) 4(10%) 
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Fig. 4. The use of technology for IK preservation 

 

Fig. 5. The process of sharing and dissemination of IK 

As shown in Fig. 4 and 5, 26(65.8%) of respondents agreed with low to very low rates regarding the use of 

new technology for soil conservation whereas 13(31.3%) agreed that they are using the new technology for 

soil conservation. In addition to this, regarding the IK sharing and dissemination of Konso people’s soil 

conservation and new initiative of knowledge sharing and preservation of Konso people soil’s conservation 

mechanisms, the majority of the respondents responded with low to very low 23(56.1%) and 30(75%) 

respectively.    

B. Evaluation of the Proposed IK Framework for Soil Conservation in Konso Community 

The proposed IK framework for soil conservation mechanism was validated using standard validation that 

ISO-9126 parameters like a) Attractiveness in IK acquisitions, b) Simplicity in IK capturing, c) Efficiency 

in sharing and utilization, d) Deliverability in knowledge and decision-making, e) Portability in the desired 

user requirement, f) Usability improvement of IK in resolving a social problem, g) Functionality 

appropriateness, and h) maintainability for additional requirements.  
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As shown in Table II, 80% of respondents strongly agreed and 15% agreed on the suitability of the proposed 

framework for Soil conservation and 70% and 27.5% of respondents strongly agreed and agreed on the 

knowledge deliverability of the proposed framework respectively. In addition, 60% and 50% of respondents 

strongly agreed and agreed on the accessibility and the attractivity of the proposed IK framework for Soil 

conservation mechanisms respectively which is represented in Fig. 6.  

1) End User Validation: In this research study, the validation of the proposed IK framework involved two 

aspects: evaluating it against established standards and conducting expert acceptance testing with end users. 

Previous research by scholars has identified various parameters including reliability, usability, 

maintainability, accessibility, efficiency, and functionality [24] [25], which were considered in this study. 

For the evaluation process, a diverse group of participants was selected, including computer science 

professionals, software engineers, IT professionals, and local elders. Their expertise and perspectives were 

invaluable in assessing the proposed IK framework for the Konso people's soil conservation. As illustrated 

in Table II and Fig. 6, the results revealed that 87.5% of respondents strongly agreed that the proposed IK 

framework is both attractive and usable. Additionally, 75% of respondents strongly agreed that the 

framework is simple, accessible, and functional. 

Based on the user acceptance testing and the ISO 9126 criteria, it can be concluded that the proposed 

framework successfully meets the standards set by ISO 9126. The evaluation results indicate that the IK 

framework for soil conservation among the Konso people has achieved high acceptance and meets the 

necessary criteria for reliability, usability, maintainability, accessibility, efficiency, and functionality. 

Table II: Evaluation Output for Proposed Framework 

Parameters 
Strongly 

Agree 
Agree Neutral Disagree 

Strongly 

disagree 
Total % 

Attractive 7(87.5%) 1(12.5%) 0(0%) 0(0%) 0(0%) 100% 

Simplified 6(75%) 2(25%) 0(0%) 0(0%) 0(0%) 100% 

Efficiency 4(50%) 4(50%) 0(0%) 0(0%) 0(0%) 100% 

Accessibility 6(75%) 2(25%) 0(0%) 0(0%) 0(0%) 100% 

Portable 4(50%) 4(50%) 0(0%) 0(0%) 0(0%) 100% 

Usability 7(87.5%) 1(12.5%) 0(0%) 0(0%) 0(0%) 100% 

Functionality 6(75%) 2(25%) 0(0%) 0(0%) 0(0%) 100% 

Maintainable 5(62.5%) 3(37.5%) 0(0%) 0(0%) 0(0%) 100% 
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Fig. 6. Representation of proposed framework evaluation output 

V. Conclusion 

The developed IK management framework for soil conservation is expected to greatly enhance the sharing 

and preservation of Indigenous Knowledge (IK) within the Konso Community. Numerous research findings 

have highlighted the diverse applications of IK, such as traditional medicine, conflict resolution, weather 

forecasting, and soil conservation mechanisms. These types of indigenous knowledge hold significant 

importance in addressing socio-political issues among the Konso people and in Ethiopia as a whole. 

To design the proposed IK framework, this research study utilized the Nonaka Model (SECI), which is 

well-suited for capturing and managing tacit and explicit knowledge. The results of the study indicated that 

26 (65.8%) of the respondents expressed a low-to-very-low level of utilization of new technology for soil 

conservation, while 13 (31.3%) reported that they are currently utilizing new technology for this purpose. 

Furthermore, the proposed IK framework for soil conservation mechanisms was subjected to validation 

using ISO-9126 parameters, including sustainability, knowledge deliverability, attractiveness, and 

accessibility. The framework was also assessed through end-user acceptance evaluation. The results of these 

validation processes confirmed the effectiveness and suitability of the proposed framework. 

Overall, this research study concludes that the developed IK management framework has the potential to 

significantly contribute to the utilization and preservation of indigenous knowledge in the context of soil 

conservation. By incorporating new technology and addressing the identified challenges, the framework 

can facilitate improved practices and sustainable soil conservation efforts within the Konso community. 
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Lastly, the validation of the proposed IK framework was tested by developing the functional prototype. It 

was implemented using SWI prolog programming language.  

Recommendations 

Based on the findings of this research study, the following recommendations were forwarded. As the 

findings of this research are revealed, the government should give attention to further study on soil 

conservation for the protection of soil degradation mechanisms in other parts of Ethiopia. In addition, 

the proposed IKMF for soil conservation is limited to the scope of the conservation only without 

identifying the soil properties, low land, high land, and soil types; henceforth, it is vital to extend this 

research to develop an integrated IKMF for the whole of Konso people’s soil conservation mechanisms.     
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