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The Effect of deficit irrigation on Onionyield and water use efficiency:
Concerning moisture stress areas of Arba Minch, Southern Ethiopia

Gezimu Gelu', Markos Habtewold? and Abebaw Bergene?

L2South Agricultural Research Institute, Arba Minch Agricultural Research Center, Department of Natural Resources
Management, Irrigation and Drainage Program. P.O.Box:2228, Arba Minch, Ethiopia.
*Corresponding author email: gezimugelu64@gmail.com Mobile +251964407037

ABSTRACT

To cope with scarce water supply, deficit irrigation is an important tool to achieve the goal of reducing irrigation water
use and increasing water use efficiency (WUE) under scarce water resources. This experiment was conducted for the
last three years (2018-2020)in Chano Mille Kebelle near Arba Minch to examine the level of deficit irrigation which
allows the maximum yield of onion, WUE and economic return without significantly reducing the yield of onion.
Randomized Complete Block Design was used to run the experiment with four Replications. The experiment
comprised different levels of deficit irrigation treatment: 100% of ETc, 85% of ETc, 75% of ETc and 50% of ETc.
Analysis of variance showed that there was a significant difference among treatments in terms of marketable yield,
total yield, and WUE in three consecutive years. 100% of ETc gave the maximum marketable and total yield and WUE
which was followed by 85% of ETc. Additionally, the combined analysis of the mean showed that the highest
marketable yield 24.97ton ha'and a total yield of 28.63 ton ha'was observed from100% of ETc and followed by 22.13
ton ha'of marketable yield and 26.86 ton halof total yield from 85% of Etc without significant variation. The highest
combined WUE of 4.445kg m~ resulted from 50% of ETc compared to the other levels of deficit irrigation (3.12 kg
m, 3.02 kg m?, 4.27 kg m™®) from 100%, 85% and 70%, respectively. Given economic return, 100% of ETc yielded
the highest net benefit of 208008 Birr/ha and followed by 198558 Birr/ha observed from 85% of ETc without
significant economic return. The minimum (123858 Birr/ha gained from 50% of ETc. Based on these findings, 85%
of ETc of deficit irrigation under moisture stress areas of Arba Minch should be applied to save water, and increase

economic return and command area.

Keywords: Deficit irrigation, Evapotranspiration, Water use efficiency, Moisture stress.
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1. INTRODUCTION

In the semi-arid areas of Ethiopia, water is the most limiting factor for crop production. In these
areas where the number and distribution of rainfall are not sufficient to sustain crop growth and
development, another approach is to form use the rivers and underground water for irrigation.
Satisfying crop water requirements, although it maximizes production from the land unit, does not

necessarily maximize the return per unit volume of water (Oweis et al., 2000).

To quantify the level of deficit irrigation, it is necessary to define the full crop water requirements.
Fortunately, Penmann (1948) developed the combination approach to calculate evapotranspiration.
Research on crop water requirements has produced several reliable methods for computing them.
At present, the Penman-Monteith equation (Monteith and Unsworth, 1990; Allen et al., 1998) is
the established method for determining the evapotranspiration of the major herbaceous crops with

sufficient precision for management purposes.

Under conditions of scarce water supply, the application of deficit irrigation could provide greater
economic returns than maximizing yields per unit of water. Deficit irrigation has been considered
worldwide as a way of maximizing water use efficiency (WUE) by eliminating irrigation that has
little impact on yield (English, 1990). With deficit irrigation, the crop is exposed to a certain level
of water stress either during a particular period or throughout the whole growing season (Kirda,
2000). Deficit irrigation scheduling practice is the technique of withholding, or reducing the
amount of water applied per irrigation at some stages of the crop growth to save water, labour, and
in some cases energy. This practice does lead to some degree of moisture stress on the crop and a

reduction in crop yield (Smith and Munoz, 2002).

In the study area, the water scarcity is alarming from time to time but the food demand is
increasing. Especially the vegetable crops need of people in the study area is highly increasing.
Particularly onion crops. The studies on water stress levels for onion in Ethiopia and particularly
in the study area are limited. In addition, studies on the economic return of applying deficit
irrigation to onion crops and other vegetables are rather scarce. Hence, policymakers lack relevant
research outputs to disseminate and publicize to the community. Besides, growers, researchers,
and decision-makers don’t have much knowledge about the water use efficiency of the onion crop

in the study area. Consequently, this study was intended to identify the level of deficit irrigation
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which allows for achieving optimum onion yield, WUE, and economic analysis of deficit

irrigation.
2. MATERIALS AND METHOD
2.1. Experimental site description

This experiment was conducted in Chano Mille situated at a longitude of 37°34°59”’N and latitude

of 6°75°25” E within an elevation of 1192 meters above sea level.
2.2. Experimental design and treatments

The experiment was laid out in a randomized complete block design (RCBD) with four replications
and levels of treatment. The treatment was conducted under the furrow irrigation method. All
cultural practices were applied following the recommendation made for the study area. The amount
of irrigation water applied at each irrigation event was measured using a three-inch Par shall flume.
The treatments comprised 100% ETc, 85% ETc, 70% ETc, and 50%ETc.The experimental field
was divided into 16 plots with a plot size of 4mX4m. Spacing between plot and replication was
Im. Spacing between row and plant was 40cmX10cm. The experimental plot was pre-irrigated
one day before the transplanting of the onion seedling. Before the commencement of deficit
irrigation, two to three common light irrigations were supplied to all plots to ensure better plant

establishment.
2.3. Climate data

The climatic data of temperature (minimum and maximum), rainfall, relative humidity, and wind
speed were used for crop reference and evapotranspiration determination. The climatic data were
collected from the nearby meteorological station situated at Arba Minch. During the experiment
the mean monthly minimum and maximum temperature ranged from 16.5 to 31.7 °C; relative
humidity from 55 to 72 %; wind speed from 95 to 130 km/day, rainfall from 31 to 131 mm, and

reference evapotranspiration (ETo) from 4.2 to 5.22 mm/day.
2.4. Crop data

The maximum effective root zone depth of onion used was 0.6 m while the soil water depletion

fraction (P) allowed for this experimental study was 0.25. (Andreas et al., 2002). The crop
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coefficient used for initial crop development, mid, and late-stage was 0.7, 1.05, and 0.95,

respectively.
2.5. Soil data

The soil data of the experimental site was sampled by the zigzag method across the experimental
land. To characterize soils of the study site, soil physical and chemical parameters were determined
in the field and laboratory. The laboratory analysis of soil showed that the average composition of
sand, silt, and clay was 13%, 21%, and 66%, respectively. Thus, the particle size determination for
the experimental site revealed that the soil texture could be classified as clay soil according to the
USDA soil textural classification. The topsoil surface had a bulk density of 1.32 g/cm®). When the
average soil bulk density (1.32g/cm?) is below the critical threshold level (1.4 g/cm?), it is thought

to be suitable for crop root growth.

The average moisture content of the experimental site soil at field capacity was 27% and the
permanent wilting point was 15% through one-meter soil depth. Soil p was found to be at the
optimum value (6.4) for onion and other crops. The value of EC (1.12ds) was lower according to
the standard rates specified by Landon (1991). Generally, soil with electrical conductivity of less
than 2.0 dS/m at 25°C and p'! less than 8.5 is considered a normal soil according to USDA soil
classification. Therefore, the soil of the study area was normal. The weighted average organic
matter content of the soil was about 7.085%. The infiltration capacity of the soil was measured by

using a double ring inflitrometer and the infiltration rate was 6mm/hour.
2.6. Determination of reference crop evapotranspiration (ET,)

The reference evapotranspiration (ETo) was determined by CROPWAT -8 model based on the
Penman-Monteith model. ETo will be determined by using daily climatic data like relative
humidity, temperature: maximum and minimum), wind speed and sunshine hours). The ET, was

calculated using equation (1) FAO (1998).

900
ETo = 0.408A(Rn—-G)+ Y 5273

A+ 7 (1+0.34u2)

u2(es—ea)

(1

Where, ET, is reference evapotranspiration [mm hour™']; Rn is net radiation at the grass surface

[MJ m-2 hour']; G is soil heat flux density [MJ m™ hour!]; T is mean hourly air temperature [°C];



Gezimu et al. /EJWST. Volume:4:1-14 /2021 (ISSN: 2220 — 7643)

A is saturation slope vapour pressure curve at Thr [kPa °C™']; y is psychometric constant [kPa °C
11; es is saturation vapour pressure [kPa]; ea is average hourly actual vapour pressure [kPa] and u2

is average hourly wind speed [m s™'].
2.7. Crop water determination

Crop water requirement refers to the amount of water that needs to be supplied, while crop
evapotranspiration refers to the amount of water that is lost through evapotranspiration (Allen et
al., 1998). To determine crop water requirement, it is important to consider the effect of crop
coefficient (Kc) and the effect of climate on crop water requirement, which is the reference crop
evapotranspiration (ETo) (Doorenbos and Pruitt, 1977). The daily climate data like maximum and
minimum air temperature, relative humidity, wind speed, sunshine hour and rainfall data of the
study area were collected to determine reference evapotranspiration. Crop data like crop
coefficient, growing season and development stage, effective root depth, and critical depletion
factor of onion were also used as input data. Maximum infiltration rate and total available water

of the soil were determined to calculate crop water requirement.
Crop water requirement was determined by using the equation (2)
ETc = EToxKc 2)

Where ETc is evapotranspiration; Kc is crop coefficient, and ETo is reference evapotranspiration.

The mean monthly ETo for three consecutive years is shown in Table 1.

Table 1: Mean Monthly ETo of the study site

Month ETo (mm/day)
January 4.38
February 4.75
March 5.22
April 4.7
May 4.2
June 3.89
July 3.55
August 3.9
September 4.07
October 4.25
November 4.1
December 411
Average 4.26
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2.8. Irrigation water management

The total available water (TAW), stored in a unit volume of soil was determined by applying
equation (3)

TAW = E=2 4 pp + p 3)

Where FC is the field capacity; PW is the permanent wilting point; BD is bulk density; D is the
root depth. For onion production, the irrigation schedule was fixed based on readily available

soil water (RAW). The RAW could be computed by using the equation (4).
RAW=PX TAW “4)

Where RAW(mm) is readily available water, P(%) is permissible soil moisture depletion for no
stress and TAW(mm) is total available water. The depth of irrigation supplied at any time can be

obtained by using the equation (5).
Net irrigation(mm) = ETc(mm)-Peff(mm) (5)
Gross irrigation requirement(GIR) was obtained by using equation (6) as:

__ Netirrigation
GIR=——"22 (6)

The time required to deliver the desired depth of water into each furrow was calculated by using
equation (7):

_ dx*lxw

== 2 (7

Where:d is the gross depth of water applied (cm;t is application time (min); 1 is furrow length in
(m);w is furrow spacing in (m), and Q is the flow rate (discharge) (1/s). The amount of irrigation

water to be applied at each irrigation application was measured by using Par shall flume.
2.9. Measurement of agronomic data

The amount of water applied per each irrigation event was measured by using a three-inch
par shall flume. During harvesting time, the yield of onion was measured by using spring balance
on a plot basis and the total yield of onion was measured by summing both marketable and un-

marketable yields of onion. Un-marketable yield is onion bulb yield which is attacked by worms
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and other vectors and whose diameter is below Smm.

Water use efficiency(WUE, kg m3) was determined by using equation 8:

Onion yield
E= — : (3)
evapotranspiration of onion

3. ECONOMIC ANALYSIS

It was carried out to compare the effects of water application and other inputs costs and return
to the producers among different treatments. Economic analysis was employed as suggested by
CIMMTY (1988) to determine water application levels based on cost and benefits and
recommend feasible treatments. The following economic analysis indices were used to examine

the feasibility of applying deficit irrigation treatment.
Gross average yield (kg ha-') (AvY): is the average yield of each treatment.

Adjusted yield (AjY): is the average yield adjusted downward by 10% to reflect the difference
between the experimental yield and the yield of farmers.

AJY =AvY—(AvY*0.1)

Gross field benefit (GFB): was computed by multiplying the farm gate price that farmers receive

for the yield when they sell it as adjusted yield GFB = AjY *farm gate price for haricot bean yield.

Total cost (TC) includes the costs of all inputs, such as haricot bean seed, fertilizer, insecticides,
and labour. For economic analysis, the total cost can be put into two groups: fixed costs (FC) and
variable costs (VC). The total cost is the summation of the fixed (FC) and variable (VC) costs

(equation 9).
TC=FC+VC 9)

The fixed costs (FC) do not vary among the technologies; it includes the cost of land, water tax
and fertilizer whereas the variable costs (VC) do vary among the treatments. The variable costs

(VC) include labourer wages.

Net benefit (NB): is the amount of money which is left when the total costs (TC) are subtracted
from the Gross Field Benefit (GFB). It may be given as:

NB = GFB-TC (10)
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3.1. Statistical Analysis

Data analysis was carried out to compare the treatment effect on yield and water use efficiency of
onion. The data collected for all relevant variables were subject to analysis of variance (ANOVA)
which is appropriate for Randomized complete Block Design (RCBD) (Gomez and Gomez, 1984).
The combined analysis of variance across years was conducted by using the analysis for statistics
(SAS) software version 9.1 to determine the differences among treatments.. A comparison of
means was carried out by employing the least significant differences (LSDs) (Gomez and Gomez,

1984) at 5% levels of significance.
4. RESULTS AND DISCUSSION
4.1. Marketable and Total Yield Response to Deficit Irrigation

Analysis of variance (ANOVA) showed that the application of deficit irrigation has significantly
affected the marketable and total yield of onion over three consecutive years as shown in Table 2

at (p=0.05)

Mean values of three consecutive years applying 100% of Etc resulted in maximum yield and total
yield of onion without significant variation with 85% of ETc whereas the minimum means were
observed in onions with 50% of Etc. . The maximum marketable yield over three years obtained
from 100% was 23.93ton ha'!, 26.70 ton ha™' and 27.13 ton ha™! in the first, second, and the third
year, respectively. The minimum marketable yield observed over three years from 50% was
15.17ton ha™!, 14.34ton ha™! and 13. 77 ton ha™! in, the second, and third year, respectively. The
maximum total yield observed over three years from 100% was 28.852 ton ha™!, 26.70 ton ha! and
27.93 ton ha'! in the first, second, and third years, respectively. The minimum total yield observed
over three years from 50% was 20.981ton ha™!, 18.175ton ha'and 14.4 ton ha™! for the first, second

and third years, respectively.

Combined means of marketable yield and total yield using ANOVA showed a significant variation
among treatments of deficit irrigation at p=0.05. The maximum combined marketable yield (24.97
ton ha'') was observed from 100% Etc without significant variation with a mean yield of 22.13 ton
ha! from 85% of ETc whereas the minimum yield of 20.39 ton ha''. The maximum combined total

yield of 28.63 ton ha'was observed from 100% ETc without significant variation with 26.86 tons
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ha 'from 85% of Etc whereas the minimum total yield, of 3.015 ton ha! was observed from 50%

ETc.

Generally, the reason behind the high performance of marketable yield, total yield, and combined
mean under 100% of Etc might be due to the sufficiency of soil moisture in the active root zone.
At the same time, lower performance under 50% of ETc was due to insufficiency of moisture in
the root zone to satisfy the onion water demand during the growth stages of onion. Applying a high
level of deficit irrigation significantly affected the metabolic reaction of onion which, in turn,

affected the onion yield.

Table 2: Mean average yield and combine mean over three years

Treatment Year 1 Year 2 Year 3 Combined mean

Y TY Y Ty Y Ty Y Ty

100 % ETc  23.93* 28.852*  26.70° 28.70° 27.13* 27.93*  24.97% 28.63°

85% ETc 22.09% 28.6319%2 25.65% 26.325% 25492 25972 22.13% 26.86%®

70 % ETc 18.78% 24.6986% 19.85°° 21.025° 21.14° 22.15° 21.34°> 25.3h¢

S0%ETc 15.17° 20.981°  14.34° 18.175° 13.77°¢ 14.395° 20.39°  23.015°
Ccv 22.9 244 13.4 12.4 7 5 141 22.1
LSD(p=0.05) 3.779 4.132 481 10.525 1.764 1.764 3.7 4.7

Y= Marketable yield and Ty= total yield of onion

4.2. Water Use Efficiency of Onion

Analysis of variance (ANOVA) showed that the application of deficit irrigation has significantly
affected the water use efficiency of onions as shown in Table 3 at p=0.05. From mean values of
three consecutive years, applying 50% of Etc gave maximum mean water use efficiency (WUE)
whereas the minimum mean of WUE was observed from 100% of ETc. Without significant

variation with applying 85% of Etc, the maximum mean WUE observed from 50% of Etc was 6.7
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kg m?, 7.939 kg m and 6.149 kg min the first, second, and third years, respectively.. Without
significant of applying 85% of ETc, the minimum mean WUE observed from 100% of Etc was
5.098 kg m™, 6.108 kg m™ and 6.056 kg m™in the first, second, and third years, respectively. The
maximum combined mean of WUE of (4.445 kg m™) was observed from 50% of ETc whereas the
minimum (3.12 kg m*) WUE was observed from 100% of ETc without significantly varying 85%
of ETc. The growers should select optimum WUE with optimum marketable yield and total
marketable yield. From the statistical analysis, 85% of ETc gave optimum yield without
significantly varying 100% of Etc. Applying 85% of Etc saved about 15% of the water that might

increase the command area in a water-scarce area.

Table 3: Average and combined mean of water use efficiency (WUE, kg m~)

Treatment Year-1 Year-2 Year-3 Combined mean
100 Etc 5.098° 6.108° 6.056° 3.12%

85% Etc 6.0212 6.9042 6.6942 3.02b

70 % Etc 5.684% 6.488% 6.293% 42722

50% ETC 6.700° 7.939? 6.149% 4.445%

cV 24.3 12.2 5 19.4

LSD 1.177 1.342 0.503 1.385

4.3. Onion water requirement determination

The water requirement of the onion crop for the specific site was calculated by using input data on
climate and crop characteristics. Thus, based on the treatment set-up and crop water requirement,
the amount of net irrigation was estimated and applied for each treatment. The amount of net
irrigation requirement applied for 100% of ETc, 85% of ETc, 70% of Etc, and 50% of Etc was
presented in Table 4. Table 4 also shows the application time for each treatment in different stages.
It also shows the irrigation interval at which irrigation is applied and the average amount of net

irrigation applied to the onion root zone.

10
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Table 4: Irrigation scheduling for the response of onion to deficit irrigation
Days 100% of ETC| T -1 T-2 T-3 T -4
NIR | GIR T1 Time T2(85% | Time | T3 (70% Time (t3) T4 Time

(100% | (t1) (ETc) (2) | ETc) (50% | (t4)

(ETc) ETC)

NIR NIR NIR GIR
10-Dec | 21.1 35.2 21.1 15 17.9 12 14.77 7.3 17.6 7
16-Dec | 12.9 | 21.5 12.9 9 11.0 8 9.03 4.4 10.75 |4
22-Dec | 13.9 23.1 13.9 10 11.8 8 9.73 4.8 11.55 5
26-Dec | 17.8 | 29.7 17.8 12 15.1 11 12.46 6.1 1485 |6
2-Nov 122 204 12.2 9 10.4 7 8.54 4.2 10.2 4
6-Nov 13.6 |22.6 13.6 9 11.6 8 9.52 4.7 11.3 5
10-Nov | 14.9 24.9 14.9 10 12.7 9 10.43 5.1 1245 |5
14-Nov | 149 |24.9 14.9 10 12.7 9 10.43 5.1 1245 |5
18-Nov | 10 16.7 10 7 8.5 6 7 3.4 8.35 3
22-Nov | 10 16.7 10 7 8.5 6 7 3.4 8.35 3
26-Nov | 19 31.6 19 13 16.2 11 13.3 6.5 15.8 7
30-Nov | 199 |[33.2 19.9 14 16.9 12 13.93 6.9 16.6 7
3-Jan 19.9 33.2 19.9 14 16.9 12 13.93 6.9 16.6 7
7-Jan 12.7 21.2 12.7 9 10.8 8 8.89 4.4 10.6 4
11-Jan 13 21.6 13 9 11.1 8 9.1 4.5 10.8 5
15-Jan | 20.8 34.7 20.8 14 17.7 12 14.56 7.2 1735 |7
19-Jan 15.3 25.4 15.3 11 13.0 9 10.71 53 12.7 5
23-Jan | 153 [254 15.3 11 13.0 9 10.71 53 12.7 5
27-Jan | 11.8 19.7 11.8 8 10.0 7 8.26 4.1 9.85 4
1-Feb 11.6 19.4 11.6 8 9.9 7 8.12 4.0 9.7 4
5-Feb 194 324 19.4 14 16.5 11 13.58 6.7 16.2 7
9-Feb 142 | 23.6 14.2 10 12.1 8 9.94 4.9 11.8 5
13-Feb | 14.2 23.6 14.2 10 12.1 8 9.94 4.9 11.8 5
19-Feb | 10.1 16.9 10.1 7 8.6 6 7.07 3.5 8.45 4
25-Feb | 18.8 |[31.3 18.8 13 16.0 11 13.16 6.5 15.65 |7
31-feb 164 | 273 16.4 11 13.9 10 11.48 5.7 13.65 |6
6-Feb 199 332 19.9 14 13.9 28.2 | 13.93 6.9 10 6
12-Mar | 14 23.3 14 10 16.9 19.8 9.8 4.8 7 6
18-Mar | 204 339 20.4 14 11.9 28.82 | 14.28 7.0 10 6

GIR, Gross irrigation requirement, NIR, net irrigation requirement T1,
treatment, T-1, T-2 T-3 etc., and Treatment.

12, T3, T4, time required to irrigate each

11
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4.4. Economic analysis

For treatments, the economic return was calculated using CIMMYT (1988) standards and was
summarized in Table 4 below. In Table 4, the highest net benefit of 208008 Birr/ha was recorded
from 100% ETc which was followed by 19855 Birr/ha) recorded from 85% of ETc through the
growing season. The lowest value of economic return or gross income of 23858 Birr/ha was obtained
from 50% of ETc. Regarding economic return, 100% of ETc is better than other levels of deficit
irrigation. However, there is no significant difference in economic benefit, water use efficiency, and
yield with 85% of ETc. Based on the findings of the current study, it is better to apply 85% of ETc

because it saves about 15% of water when compared to 100% ETec.

Table 4: Economic analysis of deficit irrigation

SN Treatment MY (kg/ AY(kg/ GFB FC(Bir VC(Birr/ TC(Birr/ NB(Birr/ha
ha) ha (birr/na)  r/ha) ha) ha)

1 100% ETc 26700 24030 240300 15292 17000 32292 208008
2 85%ETc 25650 23085 230850 15292 17000 32292 198558
3 70%ETc 19850 17865 178650 15292 17000 32292 146358

4  50%ETc 17350 15615 156150 15292 17000 32292 123858

MY- marketable yield, AY, adjusted yield (-10% of MY), GFB-gross field benefit, FC- fixed cost, VC-variable cost T C —
total cost NB — net income and ET Birr, Ethiopian Birr.(1 USD dollar=45 Ethiopian birr)

5. CONCLUSION AND RECOMMENDATION

The onion yield decreases with increasing deficit level of irrigation. The maximum marketable
onion yield was obtained from 100% of Etc without significant difference with 85% of ETc. Based
on the current study, applying 85% of ETc saves water that can increase command area, WUE, and
economic benefit. Economic analysis also showed that applying 100% of ETc would give maximum
net benefit without significantly varying from applying 85% ETc. Based on economic analysis,
applying 85% ETc is economically viable for smallholder farmers in a moisture stress area. So, it is
recommended to produce onion at a deficit level of 85 % of ETc in the case of Arba Minch and

similar agro-ecologies to produce optimum onion yield and increase command area. As a future
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research direction, it is recommended to experiment on different levels of deficit irrigation with
appropriate irrigation scheduling techniques and soil moisture monitoring to improve WUE and land

productivity.
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Feasibility of hydropower generation on existing Legedadi water supply scheme,
Addis Ababa-Ethiopia

Matusal Lamaro Lagebo®", Abdella Kemal Mohammed?

L Water Technology Institute, Arba Minch University

ABSTRACT

Hydropower can be harnessed by installing in-pipe turbines with the reduced cost compared with hydropower dam
construction. Legedadi Water Supply Scheme is found in Addis Ababa and is fed by gravity. This research assesses the
hydropower potential of the existing large water transmission pipelines in line with their financial viability. The research
required the collection of data from pipe flow (for 29 years from the system record) and pipe layout drawings believed to
be useful for estimating the power. The available pipe layout drawing was processed to prepare a profile view with the help
of AutoCAD CIVIL 3D. From the profile view, the gross heads and length of the pipelines were obtained. The exploitable
power and financial viability of the projects were estimated by RET Screen software. The raw water main (DN1200) was
discovered to have a head of 12.46 m and to convey up to 1.47 m%/s at 90% exceedance over a length of 550 m. The two
treated water mains have a head of 19.15 m with a flow of 1.14 m?/s at 90 % exceedance via DN1200 and 0.29 m%/s at 90%
exceedance via DN90O0 over a length of 18.4 km. The most suitable sites for the installation of turbines were at the inlet of
the treatment plant and the Kotebe Terminal Reservoir. The Toshiba Hydro-eKIDS turbine was selected since it might work
efficiently with large flow variation. The annual energy output from the raw water main to be obtained was 1,208 Mwh,
with an estimated cost of $461,000 and an annual savings or revenue of $75,946. For the treated water mains, 1,193 Mwh
(DN1200) and 344 Mwh (DN900) could be extracted with an estimated cost of 414,500$% (DN1200) and 135,900$ (DN900).
The annual revenue for treated water mains is 75,068% (DN1200) and that for DN90O0 is 18,842%.
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1. INTRODUCTION

Energy and water appear to be complicated and strongly interrelated (Muhammad et al., 2016; Muhsen
etal., 2019). All sources of energy require water in their fabrication processes; at the same time, energy
helps to become water resources available for human use. A water supply scheme comprises civil
infrastructures (i.e. reservoirs, pipes), hydro-mechanical and electrical equipment, and services that
extract, convey, and distribute water to users (Samora et al., 2016). The clear water delivery from the
surface or ground its transport and distributions all need energy which incurs significant operational
costs for water providers. The water sector consumes approximately 120 million tons of energy
globally each year (Capuano, WEO2018). More than half (850 TWh—around 4% of global energy) is
in the form of electricity. There is a lack of a report on energy consumption of water sectors specifically
in Africa or Ethiopia. However, the investigation by the author in the study area shows there is an
increment in energy consumption even from month to month. Additionally, frequent power cuts are

common problems in the study area.

There is an indication in the literature that the energy use in water sectors may constantly grow
especially in urban areas because of population growth. Although the energy cost for operating these
facilities might be quite high, water companies can significantly benefit from harnessing energy in the
system so as to compensate for part or all of that cost. Studies reveal that there exists hydropower
potential in the gravity-fed water supply pipelines within closed conduits (Kumar and Shahid, 2017).

Addis Ababa gets its drinking water from surface treatment plants (Gefersa and Legedadi) and sub-
surface (well fields) found in different areas of the city. The Legedadi Water Supply Subsystem, whose
flow system is via gravity, is one of the principal sources of drinking water in Addis Ababa City
Administration. According to the water balance study by the production case team of Addis Ababa
Water and Sewerage Authority (AAWSA) in the year 2018, the scheme had an annual production of
60.27 Mm?. This flow system could provide a hydropower potential benefit using the in-pipe

installation.
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2. DESCRIPTION OF THE STUDY AREA

The Legedadi Water Supply Scheme is 24 km away from Addis Ababa located in the eastern direction.
It is one of the surface sources of drinking water for the city of Addis Ababa and its vicinities. The raw
water reservoir catchment area and the treatment plant are situated in Oromia Regional State under the
administration of North Shoa Zone in Aleltu Bereh district, Sendafa Town Administration. The scheme
consists of two dams: Legedadi (45.9 MCM) and Dire (21.5 MCM) with a modern treatment plant
having a capacity of 192,000 m®/d near the Legedadi dam. The raw water from two retention dams is
mixed at a junction and fed into the Legedadi Treatment Works through a single pipe of DN1200 over
a distance of 550m. Then, the treated water is carried through two main steel pipes. The first pipe has
a diameter of DN900 and discharges water for the whole length of 18.4 km to Kotebe Terminal
Reservoirs. The second main pipe has a diameter of DN1400 for the first 6.76 km, and it is reduced to
DN1200 because of major off take near the Ayat area. Eventually, it discharges treated water over a
length of 11.27 km to the Kotebe Terminal Reservoir. To control high pressure created by gravity flow
system, four pressure reducing stations are provided for both pipes on the way to Kotebe Terminal

reservoir. Figure 1 shows the general layout of the Legedadi water supply system.
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Figure 1 Legedadi Water Supply System
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LEGEDADI RESERVOIR
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WORKS CLEAR WATER TANK

DN1200
DN900

(e
TERMINAL RESERVOIRS

Figure 2. General layout of Legedadi Water Supply System

3. DATASETS USED IN THE STUDY

In this study, the hydropower potential of the existing water transmission line of the Legedadi Water
Supply Scheme was investigated. The necessary data groups to accomplish and achieve the objectives
of the study were: pipe flow rate of raw and treated water; construction drawing of pipe layout;
locations of intake, treatment plant, and service reservoirs. All the data were secondary and collected
from the Addis Ababa Water and Sewerage Authority main office and the project offices. The adequate
length of pipe flow (1990-2018) data from system records at the inlet of the treatment plant and service
reservoir was obtained. The drawing of the pipe layout in the form of AutoCAD was obtained to process
and determine the head.

3.1. Head

Bruno et al. (2010) defined multipurpose systems as those in which electricity generation was not their
primary priority. This might suggest the integration of the power plant into the existing infrastructure
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while ensuring its primary (water supply) and secondary (hydroelectric power generation) functions.
An assessment of the site was believed to be a precondition for any hydropower development (Kusre
etal., 2010). The head, flow rate, and overall system efficiency were the main factors taken into account
during the assessment. These parameters could be worked out through measurement and manufacturer
specifications. Head and discharge could be increased or decreased for the same power output.
However, the head could not be varied as it was site-dependent. For the initial location evaluation,
different scale topographic maps of the study area and additional field investigation would be sufficient

to identify the head for a conventional hydropower project.

To select suitable site and head, the drawing of the pipe layout of the water supply scheme was
obtained. The analysis initially involved acquiring pipeline designs to prepare the pipe profile view.
This was done with the help of AutoCAD Civil 3D. From the design profile, the elevation of the
pipeline at regular intervals, length (chainage or stations), and the corresponding gross head along the
transmission mains were obtained. If the flow was transported through a long, pressurized conduit,
head loss could reduce the power produced and needed to be calculated. The total head loss could be
the sum of major and minor head losses. For this study, the frictional head losses in the pipe material
were calculated. To estimate the frictional head losses, the material type, length, diameter, flow rate,

and average velocity through the pipe were the necessary data required.

This information was obtained based on the site visit during the data collection stage and the pipeline
layout data collected from the office. The friction factor was calculated by applying the Excel software
and using the Colebrook-White Equation which required relative roughness of the pipe material and
Reynolds number. The relative roughness of the pipe material was the ratio of the absolute roughness
coefficient to the diameter of the given pipe. Absolute surface roughness coefficient values for the
existing pipe material were taken from the Engineering Toolbox. To calculate Reynolds' Number,
average velocity in the pipe was calculated by using flow rate (Qso) from FDC and the kinematic
viscosity of water was assumed at 20 Oc (1*10°%). After determining the pipe friction factor, the Darcy-

Weisbach Equation (equation 3.3) was applied to determine the total head loss in the pipes.

fxLxV2
1= ZgD (2.1)

. 1 € 2.51
Whlle, ﬁ' = —ZlOg [m + Re\/—f]
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3.2. Discharge

The next question was how much of the flow could be used for hydropower generation, and how to
determine the turbine flow from the previously existing flow of water. Given that the intention was to
estimate the maximum potential of the water supply scheme, in this study it was assumed that all of the
flow could be passed through the turbine. Hydrological data had to be specified as an FDC in RET
Screen, which represented the flow conditions in the site being studied over time. Flow rate values for
the raw water transmission pipeline measured at the inlet of the treatment plant and the treated water
transmission pipelines at inlet of Terminal for twenty-nine years were obtained from the production
department of the authority. The Flow duration curve was plotted for the transmission mains of raw
and treated water using flow rate data taken from the production department of the AAWSA. The flow
rate variations between supply point and delivery point were determined using the flow rate values
upstream and downstream. Microsoft Excel 2016 was used to plot a cluster graph used to determine
the transmission mains with the least flow variations. The pipeline with the least flow variation was

expected to deliver consistent flow thus giving slight power variations.

Flow rate values falling at 50 and 90 percent exceedance probability on the duration curve were used
to determine the power output. The total period method yielded more correct results than the calendar
year method which averaged out extreme values. Therefore, for this study total ordered (year) method

was adopted since it would give more accurate results.
P - 100 2.2
= (—) * .
ST (2.2)

3.3. Financial Viability

Before deciding to invest in a hydropower plant, it is necessary to conduct a financial analysis of the
project. The economic analysis is a cost-benefit comparison that allows the investor(s) to make an
informed decision about the project. The small hydro cost can be split into three segments: machinery,

civil work, and external costs.

As a result, the payback method was used to validate the viability of the project. The payback method
might determine the number of years required for the invested capital to be offset by resulting benefits.

RET Screen software was used to decide the feasibility of developing the hydropower project on
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existing pipelines of the Legedadi Water Supply Scheme. The RET Screen software had a cost analysis
worksheet that would enable the user to estimate the cost and credits associated with the project. RET
Screen provided a tool called the "Hydro formula costing method™ to help estimate the project costs.
The formula method used Canadian projects as a baseline and then allowed the user to adjust the results
for local conditions. The cost of projects outside Canada compared to the cost of projects in Canada
might depend to a great extent on the relative cost of equipment, fuel, labor, equipment manufacturing,
and the currency of the country. In general, the cost analysis data particularly cost ratios for equipment,
fuel, labor, equipment manufacturing, and, exchange with respect to Ethiopia and Canada were

provided for the year 2020.

4. RESULTS AND DISCUSSION

4.1. Site Selection and Head Determination (Raw and Treated)

A gross head of 12.46 m was found in the raw water transmission line from the intake to the Treatment
Plant (TP). Typically, a hydropower plant with a head of less than 30 meters is regarded as a low head,
though there is no definite line of separation for low, medium, and high heads. The profile view of the
raw water line from the intake to the treatment plant's inlet is illustrated in Figure 2. The construction

material of the pipe was ductile iron (DCI), and its 550-meter length had a head loss of 0.018 m.

STA:0+000.00
ELEV:2460.00

STA:0+275.00
:2453.94

STA:0+550.00
ELEV:2447.54

Figure 3. Longitudinal profile of raw water pipe from intake to TP
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The 18.4-kilometer pipeline profile shown in Figure 3 transports treated water from the Legedadi clear
water tank to the Kotebe Terminal Reservoir in the city, close to the Lamberet Bus Station. The gross
head from the off-take point at the Legedadi clear water tank to the Terminal reservoirs was 19.15 m.
The Terminal and Legedadi Reservoirs were both built at ground level. The pipeline profile was used
to determine the head of in-pipe hydropower installation for the treated water transmission line. The
treated water main had eight potential locations as shown in Figure 4 shows the details of the sites

described on Table 1). Steel pipe with a tough exterior was recognized as the pipe material type.
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Figure 4. Longitudinal profiles of the LWTP-Terminal Reservoir pipeline
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4.2. Discharge Determination (Raw and Treated)

A single value of the flow has no significance in designing a hydroelectric power plant because the
flow rate fluctuates considerably in a year, even in a single hour, especially in water supply pipelines.
If these fluctuations are not considered in the design stage, the plant may only work efficiently for a
short period, resulting in a wasteful investment. The raw water is conveyed from Dire Retention Dam
through DN700 and then DN600 and from the Legedadi retention Dam via DN90O0 pipe. Then after,
the raw water from two retention dams are combined at a junction and fed into the treatment plant via
a single pipe of DN1200. The flow rates are measured at the inlet of the treatment plant with the help
of an electromagnetic flow meter connected to a pipe. The hourly flow duration curve yields average
flow rates of 1.82 m*/s and 1.47 m®/s at 50% and 90% probability of exceedance (Figure 5). The flow
variation in the raw water main is small because there are no off-takes along the line. The only
variations that may exist are due to leakages and transmission losses along the line. The raw water flow
can also be theoretically estimated if the head between inlet and outlet is known, as well as the pipe
size, type, and total length.

FDC — DN1200
2.5

s T —

1.0

Flow rate (m?3/s)

0.5
0.0

O NN O 1 OO oW o Luw o LwmOo Lwn O wmw o wun o w
- 4 N N OO M T T OO O© O© N~ 00 o o O

100

Percent exceedances (%)

Figure 5. Flow duration curve for raw water main (DN1200).

Using flow information from system records, the flow variations of the treated water mains were
determined statistically by calculating the mean (average) and standard deviation. The variations

between the outflows (i.e., Legedadi clear water tanks) and inflows (i.e., Terminal service reservoir)
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points were compared. As illustrated in Figure 6, the flow variations for DN900 were quite larger than
DN1200 owing to several off-takes tapped along the transmission mains. For instance, there are four
off-take points for the DN900 pipeline near Civil Service University, Saint Michael Church, CMC
roundabout, and Ayat roundabout, whereas for the DN1200 pipeline, there are only two pipelines near
CMC roundabout and Saint Michael Church. Off-takes create pressure drop along the pipeline thus
reducing the flow rates downstream. Because of leakage at fittings along the transmission mains, the
flow rate may be reduced. This makes the DN1200 transmission line the most preferable site for

integrating an in-pipe turbine system for hydropower generation.

2 = Outflows (Standard Deviation)
m Inflows (Standard Deviation)
- &3 Outflows (Mean)
(%2}
m\E El Inflows (Mean)
= 0.93
=
(@)
[T
0.13
0.04 0.06 0.03
0 R Ea— 7 e SR
DN1200 DN900
Treated Water Transmission Mains

Figure 6. Inflows and Outflows for DN900 and DN1200

Flow duration curves for the inlet point at terminal reservoirs for both DN900 and DN1200
transmission mains are shown in Figure 7. The discharge values for DN1200 treated water main at 50
and 90 percent of exeedience were (1.24m3/s and 1.14m%fs, respectively). According to the FDC
analysis, the values for DN900 at the same levels of exceedence were 0.34 and 0.29 m®/s. Because of
high flow variations in a pipe, the FDC for treated water mains was nearly horizontal, as shown in the
figure. The variations in flow could be ascribed to leakage along the transmission mains and off-take
points, as indicated previously. The duration curves showed the expected flow profiles.
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Figure 7. Flow duration curve for treated water mains (DN900 and DN1200)

4.3. Summary of Potential Sites

The identification of potential sites enables the determination of the potential power. This section
summarizes the potential sites depending on both discharge and head. There are two main potential
areas in the Legedadi Water Supply Scheme: Legedadi Water Treatment Plant and Kotebe Terminal
Reservoirs. The location of the site for hydropower generation should be preferably before water
treatment works (Kucukali, 2011) because it would be easier to extract more raw water to compensate
for the losses. However, in the case of treated water, compensation might be restricted by the capacity
of the treatment plant. Another reason was that when the external system was to be installed on treated
water mains, they would likely compromise the quality of water. Due to this reason, it is
recommendable to locate hydropower sites before the water treatment works or the distribution network
(Loots et al., 2015). In this study, potential sites were identified for both raw and treated water mains.
For the raw water main, there was only one potential site owing to the short distance between the intake
and the treatment plant. This site was identified by its head and discharge. For treated water mains,
eight sites were identified using the same criteria at the raw water pipe. Table 1 shows all the potential
sites for both raw and treated water mains. Tables 2 and 3 show the RET raw and treated screen output

parametres.
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Table 1. Potential site for Raw and Treated water mains

Raw Water Main

Elevation Distanceto Grosshead Diameter 50% Primary flow  90% Secondary
Site (m) intake (m) (m) (mm) (md/s) flow (md/s)
TP 2447.54 550 12.46 DN1200 1.82 1.47
Treated Water Mains
50% Primary flow  90% Secondary
(md/s) flow (md/s)
) ) Gross head ) DN DN
Elevation Distance to Diameter
Sites (m) TP (m) (m) (mm) 1400 and 1200 1400 and 1200
1 2345.2 0+409.69 77.35 1400 1.72 1.42
2 2352.5 1+040.41 70.05 1400 1.72 1.42
3 2363.8 2+253.33 58.75 1400 1.72 1.42
4 2364.3 6+760.12 58.25 1400 1.72 1.42
5 2356.4 11+080.31 66.15 1200 1.24 1.14
6 2385.4 14+340.41 37.15 1200 1.24 1.14
7 2392.1 15+295.13 30.45 1200 1.24 1.14
TR 2403.4 18+400.13 19.15 1200 1.24 1.14
Power and Energy estimation using RET Screen
Table 2. RET Screen output parameters for raw water main
Parameters
Gross head (m) 12.46
P50 (Kw) 186
P90 (Kw) 150
E50 (Mwh) 1,397
E90 (Mwh) 1,208
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Table 3. RET Screen output parameters for treated water mains

DN1200
Gross heads (m) 77.35 70.05 58.75 5825 66.15 37.15 30.45 19.15
P50 (kw) 639 579 487 483 548 310 254 159
P90 (kw) 587 532 448 444 503 284 233 146
E50 (MWh) 5,066 4,594 3,862 3,830 4,342 2454 2,013 1,264
E90 (MWh) 4,790 4,344 3,652 3,621 4,105 2,319 1903 1,193
DN900
Gross heads(m) 77.35 70.05 58.75 5825 66.15 37.15 3045 19.15
P50 (kw) 189 171 144 143 162 91.5 75.1 47.2
P90 (kw) 168 152 128 127 144 81.6 67 42.2
E50 (MWh) 1463 1327 1116 1106 1254 710 583 366
E90 (MWh) 1371 1244 1046 1038 1176 666 547 344

From power potential considerations for treated water mains, all the sites were most favorable except
the inlet of the Terminal Reservoir (site having a head of 19.15 m). However, extracting power at these
sites will result in a significant reduction in the flow downstream. These sites are also far from the
centers that give power service, so there will be transmission losses along the power lines. Therefore,
for the above-mentioned reasons, the inlet of the Terminal Reservoir for the treated water mains was
selected as the most suitable site.

Impact Characterization of Generating Power on Exixting System

The impact of generating power from an existing system can be characterized by comparing flow, head,
and power produced. Figure 8 shows the relationship between the power output and the percentage
reduction in flow for the selected site at a head of 12.46 m. For instance, at 158 kw power output, the
percentage flow reduction was 2.04% (0.03 m®/s), while at 167 kw power output the percentage flow
reduction was 6.8% (0.1 m?/s) for the DN1200 (raw water main).
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Figure 8. Percentage flow reduction against power at the raw water pipe

The relationship between the power output and the flow reduction for the treated water mains at a
selected site of head of 19.5 m is shown in Figure 8. Compared to the raw water mains, the reduction
in flow of the treated water mains was two times less per unit power output. In the case of raw water,
the reduction was 0.6 liters per KW, while for treated water mains it was 0.3 liters per KW. The reduction

of treated water, on the other hand, would be more sensitive than the raw water mains because it could

affect the service reservoir level.

100%
80% ——Firm flow without turbine
B eou —A—DNO900 flow reduction with turbine
e 0
£ ——DN1200 flow reduction with turbine
= 40%
°
" 20% 3
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0% x—
206.5 207.4 207.6 208.2
Power (kw)

Figure 9. Percentage flow reduction against power at the raw water pipe
Financial viability

The selection of project classification is an important parameter for the correct evaluation of project
costing. This is due to larger projects requiring more traditional designs with higher associated risks.

The other parameters that affect the financial evaluation were the type of hydro systems selected and
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the grid type either isolated or connected with central. It is assumed that like other micro projects, the
inflation rate of Ethiopia for the year 2020 was considered at 19.5%. The life of the project was 20
years, with a 70% loan of the initial cost, with an interest rate of 7% and a debt term of 15 years. So,
322,700% was obtained from a loan, and 138,300$ came from the investors, or the equity portion. The
total initial cost of the project was 461,000$. The annual cost and debit payment for the 15-year time
period was 40,978% which included the operation and maintenance costs. The annual electricity export
revenue was estimated to be 75,946$. Similarly, the hydropower project for the treated water lines
(DN1200 and DN900) provided power for 20 years. According to cost analysis, the total initial cost of
the project was 414,500% (for DN1200) and 135,900% (for DN900). So, 290,150$ (for DN1200) and
95,130$% (for DN900) were obtained from a loan, and 124,350$ (for DN1200) and 40,770%$ (for DN900)
came from the investors or the equity portion. The annual cost and debit payment for the 15-year time
period were 38,074% (for DN1200) and 11,669% (for DN900), which included the operation and
maintenance costs. The annual electricity export revenue was estimated to be 75,068% (for DN1200)
and 18,842% (for DN900) (Table 4).

Table 4. Financial Viability

Caces DN1200 DN1200 DN900
(Raw) (Treated) (Treated)
?@C\%"wd energy 1,208 1,103 344
Estimated total cost ($) 461,000 414,500 135,900
Annual saving ($) 75,946 75,068 18,842
Pre-tax IRR-equity (%) 24 1.9 4.9
Pre-tax IRR-assets (%) positive positive Positive
Simple payback (yrs.) 6.5 6 7.7
Equity payback (yrs.) 3.9 3.3 55
Benefit-cost (B-C) ratio 1.4 1.4 1.1
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The hydropower project in the Legedadi Water Transmission Line was feasible according to RET
Screen-small Hydro Model as the Net Present VValue (NPV) and Internal Rate of Return (IRR) for both
raw and treated water sites were positive and the benefit-cost ratio (B/C) was above one which is shown
in (Table 4). The simple payback was 6.5 years and 6 years for raw and treated water sites, respectively
(Table 4). According to the analysis, the raw water main and treated water main (DN1200) had the best

benefit-cost ratio; hence it can be concluded that it was better to generate power from it.

5. CONCLUSIONS AND RECOMMENDATIONS

Adequate head and flow are requirements for hydropower generation. The Legedadi Water Supply
Scheme has the potential to produce electricity. The raw water pipe had a gross head of 12.46m, an
average flow of 1.47 m3/s (available 90% of the time), and provided 150 kW for a 1200 mm diameter
pipe with a total length of 550 m from the intake. The treated water pipes had a gross head of 19.5m,
average flows of 1.14 m3/s (available 90% of the time), and produced 146 kw and 42.2 kW for 1200
mm and 900 mm diameters, respectively, with a total length of 18.4 kilometers. As to the analysis, the
hydropower size from the pipes of Legedadi water supply transmission falls in the range of Pico-to
Small-scale Projects in general and can be taken as a mini hydropower project in particular. According

to economic analysis the project is feasible.

Certainly, more precise results would be realized in the case of considering detailed data considering
the quality of pipe flow data and actual survey data of the pipeline that determine the power potential
of the water supply scheme, which were not considered in this study. Hence, the results of this study

should be taken as an initial basis for further studies of power assessment.
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ABSTRACT

The burden of disease from ambient and indoor air pollution is highest in low-income countries, while their resources
for monitoring air pollutants are the lowest. PM2.5 is the primary indicator of air pollution. Reference monitors of
PM2.5 are expensive, but there is an increased use of low-cost sensors (LCS). Three LCS, the UCB-PATS+ (PATS),
Airvisual Pro (IQAV) and Sensirion SPS30 (SPSA) are being used in Arba Minch, Ethiopia, but their quality has not
yet been evaluated under circumstances common to low-income countries, and the variety of metrics used in
evaluation studies make comparisons difficult. This study aims to evaluate the three LCS under circumstances
encountered in Arba Minch, with metrics commonly used and officially prescribed. Measurements were conducted
with the LCS at 2 ambient and 4 high exposure (kitchen) concentrations, and at four of those locations with the
gravimetric reference method as well. The quality of the three LCS was evaluated within identical, with reference,
and between different types, with commonly reported (regression slope and R?) and officially prescribed (Pearson
correlation, bias, accuracy, expanded uncertainty) metrics. The SPSA has low within variation in both ambient and
high-exposure situations, meets official requirements compared to the reference, and shows a stable bias across
different time and concentration levels. The IQAV and PATS within variations are not up to official standards but
show strong linear associations. The IQAVs as a group, and PATSs individually, meet official reference requirements
at daily level. Between comparison reveals that all LCS show strong linear associations even at 10-minute average
level. For SPSA the association is similar across all ranges, and for the others the association is strong when different
ranges are taken into account. Generally, all LCS are a good alternative for expensive reference methods. The strong
linear associations suggest the possibility of correcting LCS measurement data based on other studies’ results and
based on other LCS, across different concentration ranges. Projects with a budget of $600 can already supply 10
measurement locations. Higher-budget projects can contribute to the quality of low-budget projects when they do not

only use expensive monitors, but also LCS at the same location.

Keywords: Airvisual Pro, ambient air pollution, indoor air pollution, low-cost sensors, low- income countries, PM2.5,
quality evaluation, UCB-PATS+, SPS30
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1. INTRODUCTION

Air pollution is one of the top of factors that adversely affects people’s health (Babatola, 2018;
Gakidou et al., 2017; Shaddick et al., 2018). An estimated 4.2 and 3.2 million premature deaths
per year are attributed to ambient (outdoor) and indoor air pollution, respectively (World Health
Organization, 2021b, 2022). A common proxy for air pollution, and the pollutant with most health
effects, is particulate matter, specifically particles with a diameter of less than 2.5 pm (PM2.5)
(World Health Organization, 2021b). The reference method for monitoring PM2.5 is filter-based
gravimetry. This method typically assesses concentrations on a 24-hour average level (EPA, 2006;
European Commission, 2010), and is associated with high operating costs (Sousan et al., 2021).
There are various continuous monitors (monitoring concentrations at hour- or even second level)
that are recognized as equivalent to the reference method. These are also expensive, as they cost
$11,500-30,000 per monitor (Mooney et al., 2006). In recent years, there has been an increase in
the use of low-cost sensors (LCS) (Sousan et al., 2021). This trend is of utmost importance for
low-income countries, where both the burden of disease is high (World Health Organization,

2021b, 2022), and the resources for PM2.5 monitoring instruments are low.

Three PM2.5 LCS (IQAir Airvisual Pro (IQAV), UCB-PATS+ (PATS) and Sensirion SPS30
(SPSA)) have been used for published (Dingemanse et al., 2022; Dingemanse & Dingemanse-de
Wit, 2022) and ongoing research projects in Arba Minch. The quality of these LCS have been the
subject of different studies. For PATS, Pillarisetti et al. (2017) reported an ordinary regression
result of RZ of 0.90 (slope 1.5) in comparison with the reference method. Also, they reported an
R? of 0.90 (slopes 1.7 — 4.8) in comparison with a continuous monitor, and an R? of 0.96 (slope
0.92) between two identical PATSs., At a non-smoking residence in the United States, Zamora et
al. (2020) found an R? of 0.90 in comparison with a gravimetrically corrected continuous monitor,
and an R? of 0.99 between two IQAV units. Under ambient conditions, Feenstra et al. (2019)
reported an R? of 0.7 with slopes of 0.76-0.87 for the IQAV in comparison with a continuous
monitor. Under laboratory conditions, Sousan et al (2021) found Pearson correlations of 0.99
between SPSA and a gravimetrically corrected continuous monitor, with slopes of 0.7 to 2
depending on the particle type, and a variation between identical sensors of 5-20%. Also under

laboratory conditions, Nguyen et al. (2021) found an error of 2.7% for the SPSA in comparison

34



Johannes Dirk /EJWST. Volume: 4 : 33-61 /2021 (ISSN: 2220 — 7643)

with a continuous monitor at a range of 0-25 pug/m?, and an error of 16-26% between 50-1,000
pg/m3. Based on ambient field measurements, Falzone et al. (2020) reported expanded

uncertainties lower than European requirements of 25% for the SPSA.

Quality evaluations usually include a comparison of identical LCS and/or a comparison with the
reference method or a continuous monitor. The quality of LCS is evaluated with a variety of
metrics. Most reported is the R?, with corresponding slope and/or intercept from a regression
(Karagulian et al., 2019). From a combination of several studies, Karagulian et al. (2019) use an
R? of at least 0.75 together with a slope close to 1 to select the best performing LCS. While this
metric indicates the strength of association between two variables, it is not necessarily the best
indicator of data quality (Karagulian et al., 2019). Official guidelines for testing the equivalence
of PM2.5 measurement methods have been made by the Environmental Protection Agency of the
United States of America (EPA) (EPA, 2006), the National Institute for Occupational Safety and
health (NIOSH) (NIOSH, 2012), and by the European Commission in the Guide to the
Demonstration of Equivalence of Ambient Air Monitoring Methods (DEM) (European
Commission, 2010). For identical instruments, EPA and NIOSH require a Coefficient of Variation
(CV) of +- 10%, while the DEM requires an in-between sampler uncertainty of maximum 2.5
pg/m. For comparison with the reference method, EPA uses the Pearson correlation (r, >=0.97),
a slope of 1+0.1 and an intercept of +5 pug/m2. The NIOSH requires an accuracy of 25% at 95%
confidence level in comparison with the reference method and prescribes correction of the data if
the absolute bias is >10%. Like NIOSH, the DEM has set the required uncertainty at 25%, but
prescribes detailed formulas for calculating this uncertainty based on orthogonal regression and
requires an evaluation of this uncertainty at a concentration level of 30 pg/m?. Data correction is

prescribed for slope and/or intercept if those are significantly different from 1 or 0, respectively.

The LCS quality evaluation can be done under various concentration levels. Typical PM2.5
concentration ranges used for ambient testing are 0-40 pg/m?® (Falzone et al., 2020; Sousan et al.,
2021). Indoor or occupational concentrations can be over 2,000 pg/m? (Sousan et al., 2021). EPA
guidelines and the DEM are for ambient monitoring, which can be seen from the slope +- 5 pg/m?,
in-between uncertainty of 2.5 pg/m? and evaluation of uncertainty at concentration level of 30
pg/m3. The requirements of NIOSH are not specific to a concentration level (both in-between
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sampler comparison and accuracy versus the reference method is set at a relative percentage).
While a sensor preferably reacts the same under different circumstances, in reality studies find
different slopes or correction factors for different concentration levels (Falzone et al., 2020;

Nguyen et al., 2021) and particle types (Sousan et al., 2021).

Quality evaluation can also be done on different time periods. Both EPA and the DEM require an
evaluation at 24-hour average level. This corresponds with the short-term 24-hour average air
quality standard (World Health Organization, 2021a) and matches with the usual time needed to
get sufficient filter load for the reference method. Continuous monitors, and LCS alike, can report
concentrations at time periods of 1 second. Studies that evaluate LCS at time levels lower than 24-
hour use continuous monitors calibrated by the gravimetric reference method as ‘reference’

(Karagulian et al., 2019), or simply use a continuous monitor as it is (Pillarisetti et al., 2017).

The circumstances and metrics used in LCS quality evaluations do not yet cover the situation
encountered in low-income countries. The PATS shows different slopes for different situations
(Pillarisetti et al., 2017), warranting its own quality evaluation. The IQAV has been validated only
in high-income countries, where ‘common residential sources’ do not include cooking on biomass
or coffee ceremony, old cars, or open waste burning. For high concentrations, the SPSA is
evaluated up to 1,200 pg/m® PM2.5 under laboratory circumstances (Nguyen et al., 2021; Sousan
et al., 2021). However, concentration levels in indoor air pollution field circumstances in low-
income countries can be much higher than 1,200 pg/m? (Dingemanse et al., 2022). For the SPSA,
under ambient concentrations, different results for two different locations in Belgium are reached
(Falzone et al., 2020), and again those are not the ambient circumstances encountered in Ethiopia.
Finally, the evaluations of LCS are conducted with a variety of metrics, time averaging periods
and concentration ranges, which makes comparison hard. In this study, | present an evaluation of
those LCS, based on data gathered in different ongoing research projects in Arba Minch, Ethiopia,

with an extensive use of available metrics, time periods and concentration ranges.

The main objective of this study is to evaluate the quality of the IQAIr Airvisual Pro, UCB-PATS+,

and Sensirion SPS30 under field circumstances common to low-income countries, based on data
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gathered in ongoing research projects in Arba Minch, Ethiopia. The evaluation consists of three
parts:

- A comparison of identical LCS (within comparison);

- A comparison of LCS with the gravimetric reference method (reference comparison);

- A comparison amongst different LCS (between comparison).
2. MATERIALS AND METHODS

2.1 Study area

Arba Minch town is the administrative center of Gamo Zone, which is one of 14 Zones in the
Southern Nations, Nationalities and People’s Regional State (SNNPR) of Ethiopia. Three LCS are
used in (ongoing) research projects in Arba Minch, Ethiopia. Students have conducted
measurements in indoor and ambient situations (Dingemanse et al., 2022; Dingemanse &
Dingemanse-de Wit, 2022). At different locations, parallel measurements with multiple
instruments have been conducted for quality evaluations. For this study, data from six locations
was used: two ambient locations and four restaurant / kitchen locations. The two ambient locations
represented low and medium ambient concentrations (in front of a residence in a low-traffic area,
and at a hotel compound close to the road in the city center). The four kitchen locations represented
high concentrations encountered owing to cooking or coffee preparation with biomass fuel. One
location was in a small local restaurant, in a room with coffee preparation and next to a kitchen
with biomass fuel cooking. Another location was in the kitchen of a small restaurant with biomass
fuel cooking. The two final locations were both in a big kitchen with multiple (>5) cooking fires.
While in the same kitchen, the two locations considered different. This is because the instruments
were placed at separate locations in the kitchen, and cooking fires closest to those locations were
used at different moments, resulting in different concentration patterns. Table 1 gives an overview

of the six locations and the instruments used at those locations.
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Table 1. Measurement locations, with their LCS and number of reference measurements (nrer). IQAV, PATS and SPSA

LCS are identified as respectively 1qx, Pax and Spx, in which x denotes the instrument’s number.

Location ID  Air pollution sources LCS Nref
Residence Al Neighborhood Spl, Sp2, Sp4, Iql
Hotel A2  Traffic, neighborhood Sp3, Sp5, 192 3
Local K1 Cooking  fires, coffee Sp2, 195
restaurant preparation
Kitchen 1 K2  Cooking fires Sp4, 193 3
Kitchen 2a K3  Cooking fires Sp6-7, 193-5, Pal, Pa3-4 8
Kitchen 2b K4  Cooking fires Sp8-9, 1g6-8, Pa2, Pa5-6 4
2.2 Materials
22.1LCS

This study evaluated three LCS: the UCB-PATS+ (PATYS), the Airvisual Pro (IQAV) and the
Sensirion SPS30 (SPSA). Individual LCS are coded as Pal-Pa6, 1g1-1g8 and Spl-Sp5, for 6
PATSs, 8 IQAVs and 5 SPSAs, respectively. All three LCS types estimate the PM2.5
concentration based on scattering of IR light (Pillarisetti et al., 2017; Sousan et al., 2021; Zamora
et al., 2020). The PATS and IQAV are commercially available ‘plug-and-play’-instruments,
meaning that the particle sensor is built into a case with other components for data storage and
usability. The SPSA is only a particle sensor that needs to be connected to either a computer or a
microprocessor together with other components for data storage and access. For this study, data
collection with the SPSA was done by connecting it to an Arduino Mega microprocessor, together
with a micro-SD module, a DS3231 real-time clock and a power bank. The PATS is designed for
personal sampling and (high) indoor concentrations, but not for low ambient concentrations (lower
detection limit is 10 pg/m?). In this study, the PATS was not used at ambient locations A1 and A2.
The IQAYV is used both in ambient and indoor situations but is not meant for very high
concentrations (>5,000 pg/m?), since the highest reported value of the IQAV is set to 4,488 ug/m?.
On the SPS30, no such minimum or maximum values are set (the sensor needs to be programmed
by the user), but the manufacturer specifies a range up to 1,000 pg/m?3. Table 2 gives an overview

of the most important characteristics of the three LCS.
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Table 2. Specifications for the LCS evaluated in this study

Parameter PATS IQAV SPSA

Name UCB-PATS+ AirVisual Pro Sensirion SPS30
Range 10-50,0000 0-4,488 0-1,000

Logging interval >25 >10s >1s

Cost (%) 500 269 302

Internal storage Yes Yes No?

Internal battery +36 hours 2-4 hours No?

a. The SPSA needs additional costs for battery and data storage. The total set-up as used in this

study has a cost of approximately $60.

2.2.2 Reference instrument

Reference measurement methods for PM2.5 are based on gravimetry. As reference instrument, the
Ultrasonic Personal Aerosol Sampler (UPAS) was used, as this instrument was the only available
gravimetric instrument in Arba Minch, Ethiopia. The UPAS is a gravimetric instrument designed
for measuring medium to high concentrations. . A filter is loaded with particles with a flowrate of
1 I/min. A cyclone ensures that only particles with a diameter smaller than 2.5 um enter the inlet.
Over ranges of 20-1,000 pg/m?®, Volckens et al. (2017) found strong correlations with the EPA
federal reference method. Afshar-Mohajer et al. (2021, p. 131) found that “the UPAS may be a
suitable alternative for [Respiratory Dust] mass sampling” for ranges of 100-500 pg/m?® in
occupational settings. For gravimetric analysis of the filters, a Mettler AE240 Dual Range balance

was used, having a readability of 10 pg and a reproducibility of £20 pg (IET, n.d.).
2.3 Methods

2.3.1 LCS measurements

All instruments were fixed at 1.5- 2 meters high and connected to a power source. The
measurement frequency of the LCS ranged from 10 seconds to 3 minutes. For this study, all data
was averaged to 10-minute time periods. Figures Al and A2 in the Annex show the data
availability for all LCS at all locations, as well as the concentration ranges encountered at those
locations. At location A2, power was switched off during nighttime. As a result, there was
approximately 50% data loss for 192 at location A2. At locations Al and A2 (as reported by the
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SPSA), daily averages ranged between 3-30 and 10-50 pg/m?3. 99%-percentile of 10-minute
averages were 70 and 107 pg/m?3, respectively. At locations K1 through K4, hourly averages
ranged from 2 to higher than 10,000 pg/m?® for the SPSA. 99% percentile 10-minute averages were
30,000, 13,000, 3,000 and 1,300 pg/m?, respectively.

2.3.2 Reference measurements

Measurements with the reference instrument were conducted 3 times 48 hours at location A2, and
24-hours (or up to a full filter) 3 times at locations K2, 4 times at K3 (2 instrument) and 4 times at

K4. Table 3 shows an overview of the reference measurements.

Table 3. Details of reference measurements conducted at locations A2, K2, K3 and K4, and the LCS at those locations.

No. Loc. Start Duration Filter load Parallel LCS
(hour) (H9)

1 A2? 21-10-01 12:19 48 90 Igl, Sp3, Sp5

2 ‘21-10-03 12:35 48.3 110

3 ‘21-10-06 17:54 47 .4 130

4 K2 ‘21-10-01 11:38 20 1,460 193, Sp4

5 ‘21-10-03 12:55 16.4 970

6 ‘21-10-04 09:56 20.6 1,390

7 K3 ¢22-06-08 15:15 21.3 340 Sp6, Sp7,

8 ¢22-06-09 13:02 22.1 210 193, 194, 195,

9 €22-06-13 10:40 23.7 1,130 Pal, Pa3, Pa4

10 22-06-14 11:13 23.6 430

11 ¢22-06-08 15:12 21.2 350

12 ¢22-06-09 13:03 22.1 240

13 ¢22-06-13 10:46 23.6 1,130

14 22-06-14 11:14 23.6 430

15 K4 “22-06-08 15:10 21.4 500 Sp8,  Spo,

16 ¢22-06-09 13:22 21.9 320 Ig6, 197, 198,

17 ¢22-06-13 10:59 23.5 610 Pa2, Pa5, Pa6

18 ¢22-06-14 11:05 24.0 560

a. Only three filter comparisons are available at A2, and these should be seen as indicative, as the
instrument in combination with the available analytical scale is not designed for such low
concentrations. Even with 48-hour use, the filter load is only 90-130 pg, which with a repeatability

of 20 ug gives an uncertainty of 15-22% for only the gravimetric analysis.
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2.4 Data corrections

Between *21-10-05 and *22-03-05 Spl at location A reported the time with a 1-to-5-hour delay.
This data was shifted based on visual inspection of the daily morning and afternoon concentration

peaks.

The DEM allows for removal of up to 2.5% percent of outliers based on Grubb’s outlier test at
99% level (European Commission, 2010). This outlier removal was done for Sp3 and Sp5 at
location A2.

Only for purpose of the comparison with the reference method at location A2, the missing data of
Igl was filled by data from Sp3. The slope resulting from orthogonal regression techniques as
prescribed in the DEM, based on available data pairs between Sp3 and Igl, was used to predict the

missing data of Iql missing data based on data of Sp3.

At locations K3 and K4, there was data loss during the reference measurements. LCS results with
more than 15% data loss during measurements with the reference method are not used in the

reference comparison.
2.5 Quality evaluation

2.5.1 Within comparison

To compare identical samplers, the linear association was quantified with the slope (S) resulting
from Ordinary Least Squares (OLS) regression without intercept, and the corresponding
coefficient of determination (R?). Furthermore, the coefficient of variation (CV) and in-between

sampler uncertainty (uns) were calculated.

The Coefficient of Variation (CV) was calculated with equation 1 (Sousan et al., 2016):

cv=2:y3% @

n=y

Where, oi is the standard deviation and p; is the mean of measurements of identical LCS during

time period i, and n is the number of time periods.
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The in-between sampler uncertainty (ups) was calculated with equation 2 (European
Commission, 2010):

Y2(Vi1—Yi2)?
p = [V @

Where, yi1 and yi are the results of parallel measurements for time period i, and n is the number

of time periods.

2.5.2 Reference comparison

Pearson correlation coefficient (r), slope (S) and corresponding R? based on OLS regression
without intercept, accuracy, bias and expanded uncertainty were computed to for the comparison

with the reference instrument.

EPA has requirements concerning slope and intercept. In all situations, the regression of slope
without intercept yielded either a higher R? than the R? for regression with intercept, or a very high
R? (>=0.97). Therefore, for this study only results for regressions without intercept were included.
The bias (B) was calculated with equation 3 (NIOSH, 2012):

B=13G-1) (3)

Where, xi is the concentration of the LCS and y; the concentration of the reference instrument for
time period i, and n is the number of time periods.

The accuracy (Ac) is “the theoretical maximum error of the measurement, expressed as the
proportion or percentage of the amount being measured, without regard for the direction of the
error, which is achieved with 0.95 probability” (NIOSH, 2012, p. 3). The accuracy should be lower
than 25%. The accuracy was calculated as the upper value of the confidence interval at 90% of the

relative difference between the LCS measurement reference measurement. For this, all = values

Yi

were calculated, and the confidence interval at 90% was calculated based on these values.

If |B| is higher than 10%, NIOSH prescribes to correct the bias in the data. Equation 4 was used
for calculating corrected data Xnew based on the old data Xold.
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x
Xnew = ol (4)
B+1

The names Ac sc and Ac_ac were used to distinguish between accuracy before and after correction,

respectively.

The expanded uncertainty (Wcwm) of the LCS versus the reference instrument is calculated at a
level of 30 pg/m3, and should be maximum 25% (European Commission, 2010). A linear
relationship between the LCS and reference data is assumed. For establishing this linear
relationship, algorithms of orthogonal regression should be used. If slopes are significantly
different from 1, and/or the intercept is significantly different from 0, the DEM prescribes to
correct the data for this slope and/or intercept. Formulas are extensively shown in the DEM (DEM
section 9.5 and DEM Appendix B). To distinguish between Wcm before and after correction, the
names Wcwm_sc and Wem ac were used, respectively. In all data comparisons conducted in this
study, the slope without intercept was significant. For that reason, all reported Wcm_ac were based
on correction for slope only.

2.5.3 Between comparison

For comparison of different LCS, accuracy and expanded uncertainty were used to quantify the
degree of equivalence. Wew is used at a level of 30 ug/m? with averages of 24-hour time-periods
(European Commission, 2010). Therefore, this metric was used for comparing 24-hour averaged
data of LCS at ambient locations (Al and A2). The accuracy was used as metric for all comparisons
at the high-exposure locations (K1-K4) and for all comparisons of averages over time periods
smaller than 24 hours. Additionally, for comparability with other studies, R? for OLS regression

without intercept has been calculated.

2.5.4 Quality evaluation summary

Table 4 gives a summary of the quality evaluation metrics used in this study.
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Table 4. Summary of quality metrics used for evaluating LCS measurement results.

Evaluation Metric Locations Reference Score / requirement
Within LCS S&R? Al Often used R?>0.75 at least; R>0.9 ‘very
good’
cVv All EPA, NIOSH <10%
Ups Al A2 DEM <2.5 ug/m?
Reference R All EPA >0.97
S All EPA 1+0.1
R? All Often used R?>0.75 at least; R>0.9 ‘very
good’
B&Ac Al NIOSH Correction if |B|>10%,
Ac<25%
Wewm A2 DEM Correction for slope,
Wcem<25%
Between LCS S & R? R?>0.75 at least; R>0.9 ‘very
All Often used good’
Wewm Al, A2 a Correction for slope,
Wcem<25%
B&Ac All 2 Correction for B, Ac<25%

a. There is no official reference for quality metrics of LCS inter-comparison, because technically
even if there is big difference, it is not known which of the LCS is right. Nevertheless, the Wcm
and accuracy metrics of EGDE and NIOSH are used to express the agreement between two
different LCS.

2.6 Data processing software

All data processing and visualization was done with Python 3.8 (Python Core Team, 2020), with
the packages Numpy (Harris et al., 2020), Pandas (The pandas development team, 2020),
Matplotlib (Hunter, 2007) and Scipy (Virtanen et al., 2020). All data used and code created in this
study is made available on the OSF repository, https://doi.org/10.17605/OSF.10/YTV79.

3. RESULTS

3.1 Within comparison

Figure 1 shows the slopes of regressions without intercept and corresponding R? values for one

LCS versus one or more identical LCS.
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Figure 1. Slopes, annotated with corresponding R2s, between identical LCS at all measurement locations. For

locations with three identical LCS, two slopes are shown (instrument 1 vs 2 and instrument 1 vs 3).

Slopes of the SPSA were close to 1, ranging from 0.93 to 1.10. This implies that the different

SPSAs showed a similar signal. Identical IQAVs showed higher variation (slopes 1.10-1.31). The

PATS at location K4 showed also relatively small slopes (0.93-1.08), but at K3 variation between
identical PATSs was high (slopes 0.87-2.05). R?s were generally very good, except for the SPSA
at location K4 (0.87) and one PATS at K3 (0.86).

Similar results can be seen from the CV and ups. Figure 2 shows the CV for all locations, and the

ubs for only ambient locations.

CV (%)
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Figure 2. Coefficient of variation (CV) and in-between sampler uncertainty (ubs) for the LCS at different locations.
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At all locations, the CV of the SPSA was lower than the required 10%.At the ambient locations,
the ups was lower than the required 2.5 pg/m?3. The IQAV at K4 showed higher variation (CV 16%)
while the PATS showed high variation at both kitchen locations (22 and 21%). This implies that

those individual sensors might require separate calibrations.

3.2 Reference comparison

Figure 3 shows all filter measurement results with averages of parallel LCS measurements during
the same time period.
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Figure 3. PM2.5 measurement results for all 18 reference measurements and parallel LCS measurements. With
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multiple identical LCS, results are shown with markers, and average results are shown with bar.

Filter measurement results at location A2 ranged from 31-46 pug/m?3. Filter measurements at the
kitchen locations ranged from 158 to 1,220 pg/m?®. Table 5 shows the quality evaluation for

individual instruments and groups of identical instruments at location A2.
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Table 5. For location A2, the number of data pairs (n), and results for quality metrics in the comparison of LCS with

the reference method.

LCS N r S, R? Acc gc B Acc ac Wemsc Wem ac
Sp3 3 093 2,099 60 - 21 542 38
0.49
Sp5 3 100 1.9 59 - 24 614 42
0.98 0.45
Sp35 6 0.70 1.9, 53 - 16 567 27
0.98 0.47
[o) 3 099 1.7, 52 - 22 306 37
0.99 0.38

Pearson correlations between individual LCS and the reference method were good (>0.93), but

were lower when all SPSA measurements were combined (0.7). Interestingly, all R? values were

very high (>0.98). The slopes and biases showed the need for corrections (LCS results were lower

than reference results), but after bias correction, all LCS reached the required 25% accuracy (16-

24%). The best accuracy was reached when all data of the SPSA were combined. This combination

was also the only dataset that came close to the requirement of Wcm (25%).

Table 6 shows the quality evaluation at locations K2-K4. Results are shown for individual LCS,

combinations of identical LCS at the same locations, and combinations of identical LCS across all

kitchen locations.

Table 6. The number of data pairs (n), and results for quality metrics in the comparison of LCS with the reference

method.

Location LCS n r S, R? AC BC Bias AC Ac

K2 Sp4 3 0.99 091 22 0.15 5
193 3 0.69 4,0.99 79 -0.75 14

K3 Sp6 8 1.00 11,1 18 -0.15 7
Sp7 6 1.00 1,1 10 -0.07
Sp6,7 14 1.00 11,1 14 -0.12 7
193 8 0.99 2.6, 0.96 59 -0.53 22
194 8 0.99 2.4,0.97 55 -0.50 19
195 8 0.99 2.1, 0.97 51 -0.45 19
193-5 24 0.97 2.3,0.96 52 -0.49 17
Pal 8 0.99 2,0.99 50 -0.47 12
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Location LCS n r S, R? AcC BC Bias AcC Ac
Pa3 8 1.00 1.1, 0.98 44 -0.32 30
Pa4d 8 1.00 22,1 57 -0.56 6
Pal,3,4 24 0.88 1.5,0.9 50 -0.45 26

K4 Sp8 3 0.93 1.2,0.99 34 -0.19 15
Sp9 1
Sp8,9 4 0.90 1.2,0.99 28 -0.14 20
Pa2 4 0.96 18,1 50 -0.45 11
Pa5 4 0.96 22,1 59 -0.53 15
Pa6 4 0.73 1.7, 0.98 55 -0.39 30
Pa2,5,6 12 0.69 1.9, 0.98 51 -0.46 19

K2-4 Sp6-9 21 0.99 1,0.98 15 -0.08

K2,4 193-5 27 0.91 2.7,0.92 56 -0.52 25

K3,4 Pal-6 36 0.87 1.6, 0.92 49 -0.45 22

Pearson correlations were good (>0.9) in all cases, except for 1q3 at K2 (0.69), all PATSs combined
at K3 (0.88), Pa6 at K4 (0.69) and all PATSs of all locations (0.87). The EPA requirement (>0.97)
was met by multiple LCS, and most notably by the combination of all SPSA across all kitchens.
This implies that the relationship between the SPSA and the reference was not location dependent.
For SPSA, slopes were generally close to 1 (0.9-1.2 for individual, and 1.0 for all combined) with
corresponding R?s >0.98. IQAVs showed slopes of 2-4 while the PATSs showed slopes of 1.1-
2.2. When corrected for the bias, almost all LCS reached the required accuracy of 25%. The
required accuracy was not reached by Pa3 (30%), the combination of PATSs at K3 (26%) and Pa6
(30%). All SPSAs combined did not require bias correction because |B|<10% (-8%).

Generally, all LCS had a good to very good correlation with the gravimetric reference method, and
with corrections requirements could be met. The SPSA needed the least correction, while the
PATSs needed correction on an individual level. In other words, similar SPSA results under
different circumstances can be readily compared, while PATS results need to be handled
individually. Interestingly, the quality evaluation showed that the IQAV with a correction factor
can give trustworthy results at a daily basis even if the IQAV is not designed for the high
circumstances encountered in K2-K4 (concentrations at raw-data level often exceeded the
maximum of 4,488 ug/m?).
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3.3 Between comparison

3.3.1 Ambient locations
Figure 4 shows the comparison of daily averaged concentrations between different LCS at the
ambient locations, expressed in Wewm_ac, and R? of OLS regression without intercept.

Location Al Location A2 Al and A2
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gl = 17 23 -

1
] P8 0.1 0.1
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4 0.98 &N 0.1 3
-20
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Figure 4. Comparison between individual LCS at locations A1l (left panel) and location A2 (middle panel), and all
available data pairs between any IQAV and SPSA at either location (right panel). Wem_AC and R? are in each panel
shown respectively top right and bottom left

With R?s of 0.96 or higher, the linear association between the SPSAs and IQAVs was strong. The
comparison also met the required Wem_ac of 25% both for individual LCS, and all data pairs of

all LCS from the two locations combined (Wcm_ac=15%).

The association was also strong at lower time-averaging levels. Figure 5 shows the biases and

accuracies for individual SPSAs and all SPSAs combined as X versus one IQAV as Y.
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Figure 5. Biases (left panel) and Ac_ac (right panel), for individual SPSA and all SPSA combined compared to an
IQAV, at locations Al and A2. Results are shown for comparisons at four different time averaging periods

The negative bias of SPSA versus IQAV implies that the SPSA was measuring lower than the
IQAV (see equation 3). Biases ranged from 10-25%. Corrected for this bias, accuracies ranged
from 5.3 to 26%. This is far lower than up to slightly over the required 25%. Furthermore, the bias
for all SPSA versus IQAV data pairs remained stable across the different time averages (between
10 and 15%), suggesting a stable relation between the SPSAs and IQAVs. In other words, the
SPSA and IQAV units can be used interchangeably, and results can be compared across different
ambient concentration ranges and time averaging periods, especially if data is corrected for the
bias of 10-15%.

3.3.2 Kitchen locations

Figure 6 shows accuracies and R?s for all individual LCS compared amongst each other, for daily

averaged time periods.
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Figure 6. Comparison of daily averaged data of individual LCS at locations K3 (left panel) and location K4 (middle
panel), and all available data pairs between any two different LCS at any kitchen location (right panel). Ac_ac and R?

are in each panel shown respectively top right and bottom left

Linear associations between individual LCS were very high. The R?s between PATSs and SPSAs
were >0.97, and between IQAVs and SPSAs were >0.96. Only for Pa3 in comparison with IQAVs
the R?s were lower than 0.9 (0.85-0.87). The associations were significantly lower when all data
from identical LCS, from any of the kitchen locations, were combined (R%s of 0.64-0.85).
Similarly, on an individual level some instruments showed Ac_ac<25%, but variation for all paired
combinations was higher (32-48%). This indicates that different LCS cannot be interchanged with

an identical correction across different locations.

The fact that SPSA and PATS were not interchangeable without individual attention, is most likely
related to the fact that the PATS sensors individually fell short as well (accuracies between Pa3
and the other two PATSs >25%). The problems of the IQAV are related to the fact that the
maximum reported value is set to 4,488 pug/m? (while PATS and the SPSA reported raw values of
over 50,000 pg/md).

The accuracies were worse for a 10-minute averaging level than for a daily averaging level. The
underlying reason for this is that biases can be different at different concentration ranges.
Concentration variations are more apparent at small time-averaging levels. Figure 7 shows the
Ac ac for all LCS versus one SPSA at the same location, for different concentration ranges, at a

10-minute averaging level.
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Figure 7. Comparison of daily averaged data of individual LCS versus Sp6 or Sp8 at locations K3 (left panel) and
location K4 (middle panel), and all available data pairs between one SPSA and any other LCS type at any kitchen
location (right panel). Ac ac is shown for different concentration ranges as measured by the SPSA. If Ac_ac for LCS;
vs LCS; is different from LCS; vs LCS;, the lowest of the two is taken

As expected, when taking all 10-minute averaged data, none of the accuracies of individual LCS
versus one SPSA were lower than 25% (29-56%) except for the SPSA itself (3.1-9.7%). However,
when looking at specific concentration ranges, there were multiple accuracies lower than 25%.
Even when combining all data-pairs across all kitchens, accuracies lower than 25% could be
reached for some ranges. This was the case between 0 and 500 pug/m? for the IQAV, and between

500 and 2,000 pg/m? for the PATS.

These accuracies could be low because each individual dataset was corrected for an individual
bias. Figure 8 shows all biases of individual LCS versus an SPSA at the same location in locations
K3 and KA4.
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Figure 8. Biases of 10-minute averaged measurement results of individual LCS versus one SPSA, across different concentration ranges. Rectangular
bars show the range of the individual biases. From equation 3 it follows that bias B=1 between i and j equals B=-0.5 between
jand i. Axes are scaled such that the positive bias of LCS; vs LCS; (LCSi/LCS;-1) is equally sized to its corresponding
negative bias (i.e. the positive bias of LCS;/LCS;-1)
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The SPSA sensor compared to an identical sensor had a low bias across all concentration ranges.
For the IQAYV, the bias versus the SPSA sensor differed across ranges. It was close to zero at
concentrations of 50-250 pug/m?3, but it increased negatively (measuring increasingly lower than
the SPSA) with higher concentrations. The spread in bias for different IQAVs was small for
concentration ranges up to 1,000 pg/m3.That is to say, one correction factor can be used for all
identical IQAV. The increasing underestimation with increasing concentrations is because of the
IQAV reporting maximum 4,488 pg/m?3. Above the 10-minute averaged 1,000 pg/m?, at raw-data
level there are increasingly concentrations >4,488 pg/m?, which by the IQAV are simply reported

as 4,488 pug/m?3, leading to an increasing underestimation.

For the PATS, the spread of bias was relatively small for concentrations of 50-2,000 pg/m?®. For
concentrations of 250-2,500 pg/m?, the bias was in the same order of magnitude. At concentrations
below 50 as well as above 2,000 pg/m?3, the spread in biases was higher. This means that identical
PATS require individual attention in those concentration ranges. The overestimation versus the
SPSA below 50 pg/m? is due to the PATS reporting minimum 10 pg/m?3, resulting in the inverse
of what for the IQAV happens for high concentrations.

4. DISCUSSION

4.1 LCS under ambient conditions

The evaluation of LCS compared to the reference method under ambient conditions (n=3) was
limited in comparison with other studies (Sousan et al. (2021) n=8, Falzone et al. (2020) n=24, or
gravimetrically corrected continuous monitors used by Feenstra et al. (2019) and Zamora et al.
(2020)). This study found high R?s versus the reference, but the SPSA and IQAV underreported
concentrations with slopes of respectively 2 and 1.6. The underreporting of the SPSA is also found
by Sousan et al. (2021) for salt particles (slope 2.0). It is also found by Falzone et al. (2020) in the
field (1.35-1.38). For the IQAV, however, Feenstra et al. (2019) found the IQAYV measuring higher
than a reference concentration, and Zamora et al. (2020) found it measuring close to a reference
concentration (bias of 0.04). The difference might be due to circumstances in this study (biomass
burning on the streets and in neighborhoods as a prominent source) that are different from field

circumstances in studies conducted in high-income countries. The difference might also be due to
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the uncertainty of the reference method used in this study for ambient concentrations (see Table 3
note a). Additional comparisons with reference instruments under ambient conditions common to
low-income countries are needed to gain more insight in this. This study did however show a very
low variation within SPSA (much like Sousan et al. (2021) for salt particles), as well as low
difference between SPSA and IQAV across different time averaging levels (Ac ac<25%). The low
within and between variation shown in this and other studies can be combined with other studies’
promising findings in comparison with reference instruments. These low variations point to the

usability of the LCS interchangeably under ambient circumstances.

4.2 LCS under high-exposure conditions

Perhaps lacking in ambient circumstances, this study on the other hand included concentration
levels not encountered in other evaluation studies. 10-minute averaged concentrations in this study
as reported by the LCS were >10,000 pug/m?, while other evaluations of LCS under non-ambient
conditions only went up to 1,200 pg/m® PM2.5 (Sousan et al., 2021). The quality of the LCS under
circumstances in this study was similar to the quality level found in other studies. For SPSAs
compared to a reference method, Nguyen et al. (2021) found a standard deviation (SD) of 16.6-
26% (here 1-24%) while Sousan et al. (2021) reported r=0.99 (here as well), but diversity in slopes
(here: close to 1). Within SPSAs, this study’s CV is similar to Sousan et al. (2021) for salt particles,
or, translated into absolute SD (up to 22 ug), similar to Nguyen et al. (2021) (26 pg). For the
PATS, this study’s R? >0.92 with a common slope of 1.6 is similar to that reported by Pillarisetti
etal. (2017) (R? 0.9, slope 1.5). The variation within PATS found in this study is not up to NIOSH
standards (CV>10%), but linear association is similar to that reported by Pillarisetti et al. (2017)
(R?20.92).

The IQAV was altogether not evaluated under high circumstances by other studies. Even despite

the higher reporting limit, this study revealed a usability on a daily level (Ac ac <25%).

4.3 LCS between comparison

Quality evaluations between LCS are rare. That is understandable from a ‘true quality’ evaluation
point of view: when comparing LCS, it is not known which of the LCS gives the true value.

Nonetheless, the comparison of measurement results from different LCS is informative. In the case
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of a strong association (preferably the same over different instruments and concentration ranges),
findings for one LCS can be extrapolated to the other. The low variance within, as well as the low
and stable bias compared to the reference across different ranges for the SPSA are especially
promising results. These results suggest that an instrument that needs to get more individual
attention (such as the PATYS), in the absence of an (expensive) reference method can be calibrated
with an SPSA. Similarly, while the IQAV is not designed for high concentrations as in this study,
with correction the IQAYV can give trustworthy results on a daily level (in comparison with SPSA

R?s>0.96).Below 1,000 pg/m3, the IQAV can even be reliable at a 10-minute averaged level.

6. CONCLUSIONS AND RECOMMENDATIONS

Three low-cost PM2.5 sensors were compared within identical sensors, with a reference method,
and between each other in Arba Minch, Ethiopia, under ambient and high-exposure circumstances.
Strong linear associations (R? mostly >0.9) were witnessed at both ambient and kitchen locations.
This was the case across different time periods and across different concentration ranges. Under
ambient situations, within SPSAs official standards were met (CV<10%, ups<2.5 ug). After bias
correction, both the IQAV and the SPSA met standards for accuracy (Ac ac<25%). When using
these LCS in high-exposure situations, the IQAV at daily level needs a correction for a bias of -
50%. It needs a similar correction at 10-minute averaging levels up to concentrations of 200 pg/m?.
At higher concentration levels, the required accuracies can be obtained by range-wise correction
based on an SPSA that measures at the same location. When using the PATS, individual sensors
need individual attention, but in comparison with the reference method or even by correcting with
an SPSA from the same location can be upgraded to required accuracy levels. The comparability
within SPSAs implies that findings under one circumstance, albeit distinguishing between ambient

and prominently biomass-burning situations, can be applied in other circumstances.

This study shows that, when distinguishing ambient and predominantly high-exposure biomass
fuel situations, LCS can be used interchangeably: either within one project or for the purpose of
combining results from multiple studies in which different LCS are used. Of the three evaluated
LCS, the SPSA seems to be the most flexible choice in an environment where both ambient and

high-exposure situations are researched. If budget is available for quality evaluations with a
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reference instrument, more attention to ambient situations in low-income countries is
recommended, to include situations such as busy streets and open waste burning in bigger cities.
With a limited budget it is recommended to opt for a multitude of LCS rather than one or two

expensive monitors.
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ABSTRACT

Groundwater quality and human health risk assessment are critical for the long-term usage of household water
supplies. The purpose of this study was to evaluate groundwater quality and human health risk in Holte, a town in the
Derashe Special Woreda in southern Ethiopia. Water samples from seven shallow groundwater wells were taken and
examined for hydrogeochemical properties. The Water Quality Index (WQI) was developed to assess the suitability
of groundwater for drinking. Groundwater hydrochemistry types and evolutionary processes were investigated. The
results suggested that the typical pH of groundwater samples had an average pH of 7.99. The values of electrical
conductivity (EC), bicarbonate (HCO3) and total dissolved solid (TDS) in all samples were above the recommended
upper limit of World Health Organization (WHO) for drinking water. Based on the hydrochemical findings, the orders
of cationic abundance and anionic abundance in the groundwater were Ca?* < Mg?* < K* <Na*and F~ < SO,2 <CI~
< HCO;7, respectively. According to the Piper Tri-linear Diagram, the majority of groundwater samples were found
to have Mixed Ca-Na-HCO3. The Gibbs fields results showed that evaporation dominated groundwater quality,
whereas chemical weathering of rock-forming minerals dominated the remaining samples. The calculated WQI result
showed that 57.1% (4 handpumps) of groundwater samples from the town had acceptable water quality, but 42.9% (3
handpumps) had poor water quality. The finding of this study suggests that groundwater quality parameters should be
tested and monitored on handpumps at sample locations 1, 2, and 3 in the town to minimize human health risks and

ensure long-term socioeconomic development.

Keywords: Shallow Groundwater Quality, Water Quality Index, Health Risk Assessment, Hydrochemistry
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1. INTRODUCTION

Groundwater (GW) has an essential role in maintaining social and economic development of
humankinds. The needs for two-third of the world's population will be fulfilled by groundwater
alone (Adimalla et al. 2020). It is a primary source for domestic use in many rural areas of the
world including developing countries (Alam et al. 2020; Lapworth et al. 2017). In India, the
annually used groundwater is around 250 billion m*® which is about 38.55% of 1123 billion m?
usable water (Bhat, 2014); while in Saudi Arabia, groundwater constitutes 80% of the total usable
water (2259 billion m?) (Aly et al. 2013).

In comparision to surface water, groundwater is a main source of water supply for many
communities’ in different countries and regions, because of its some advantages like stable
spatiotemporal distribution, low or no bacteriological contamination, better water quality, low
turbidity, constant water temperature and closeness to the community (Tai et al. 2012). However,
it is mostly polluted because of human activities (industrial effluent, wastewater irrigation, land
cover change and urbanization), and agriculture activity (excessive use of fertilizer and pesticide)
(Qian et al. 2014; Qian et al. 2016; Nigus et al. 2020; Bhalme and Nagarnaik, 2012). There are
also natural factors like geologic structures and hydrogeological settings that may also cause
variations in hydro-chemical characteristics of groundwater (Nigus et al. 2020; Yahong et al.
2016).

lons in excess amounts are causes for groundwater pollution. These are nitrogen pollution (Kuhr
et al. 2013; Jalali, 2011), fluorine pollution (Daniele et al. 2013; Feifei et al. 2021; Wu and Sun,
2015), arsenic pollution (Nasrabadi and Bidabadi, 2013), organic contamination (Han et al. 2013),
hardness pollution (salts of Ca and Mg) (Muhammad et al. 2013; Yahong et al. 2016), and sodium
and sulfate pollution (Yahong et al. 2016). Studies also reported contamination of groundwater
with pathogens such as escherichia coli, enterobacter, streptococcus, salmonella and shigella spp
(Nchofua et al. 2020). Studies conducted in the rural areas of Ethiopia indicated that wells have
high level of microbal contamination (E. coli) (Mengesha et al. 2004; Tsega et al. 2014).

Based on a study conducted in Thailand in Ubon Ratchathani province, groundwater samples were

identified with higher concentration of lead (maximum of 66.9ug/L) and zinc (maximum of
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302ug/L) (Wongsasuluk et al. 2014). A study conducted in China revealed a higher concentration
of Mg?* (54.72 mg/L), SO,2™ (355.42 mg/L) and NO3~ (43.60 mg/L) in groundwater samples
(Nigus et al. 2020). There were also other studies that groundwaters showed higher concentration
of arsenic (maximum of 420ug/L) (Nasrabadi and Bidabadi, 2013), fluoride (4.3 mg/L) (Daniele
et al. 2013), and total hardness (785.34 mg/L) (Nigus et al. 2020).

A study conducted in China showed that Water Quality Index (WQI) values for groundwater
samples varied between 58.37 and 246.23, with an average value of 103.07. Among 31 samples,
67.74% of groundwater samples were of medium quality and identified as suitable for drinking
purposes. The water quality of six groundwater samples (19.35%) and four groundwater samples
(12.9%) were poor and extremely poor, respectively, and considered unfit for drinking (Daniele et
al. 2013; Feifei et al. 2021; Wu and Sun, 2015). Another study conducted on shallow groundwater
identified that out of the 34 sample sites, 10 groundwater sample sites (29.4%) had good quality,
19 sample sites (55.9%) were classified as fair quality, 5 sample sites (2.9% and 11.8%) were

identified to have poor and very poor quality, respectively (Nigus et al. 2020).

Groundwater is used for drinking in the Rift Valley part of Ethiopian (Ramya, 2018). Researchers
studied the groundwater chemistry in the Ethiopian Rift Valley and ravealed that their chemical
compositions were different (Ayenew, 2008; Ayenew et al. 2008; Shankar and Nafyad, 2019;
Yitbarek et al. 2012). Volcanic aquifers were identified as sources of fluoride in the great Rift
Valley groundwater (Furi et al. 2011). In addition, liquid waste discharges from cities were
identified as groundwater pollutants in the Rift Valley (pollution of groundwater in the Dire Dawa
groundwater basin) (Taye, 1988 ). Tamiru, 2004 reported that untreated waste discharge to rivers
were causes for pollution of groundwater in Addis Ababa (Tamiru, 2004). Dinka et al. (2015)
found that anthropogenic activities caused pollution of groundwater in Matahara region.

A rapid assessment of drinking water quality in Ethiopia reported a high nitrate and fluoride
concentration in more than 30% of water sources (Dagnew et al. 2007). Treatment of contaminated
groundwater requirses adequate knowledge and skill, and it is costly (Hasan, 2014). Regular
monitoring and detailed studies of groundwater quality provides an early warning before further
contamination and hence expensive cleanup is need. There is not much study conducted around

the study area on groundwater quality, but majority of the communities rely on groundwater for
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drinking purpose. Hence, variations in groundwater quality were investigated on 7 handpumps
selected in the study area. This may serve indicators of groundwater quality of the town and the

nearby towns.

2. METHODS AND MATERIALS

2.1. Study area

This study was conducted on seven hand pumps in Holte town, Derashe Special Woreda. However,
the lab analysis was done at Arba Minch University in southern Ethiopia on June 7-8, 2022 (Fig.
1). Holte town was established on March 3, 2010 GC. It is bordered with Gato town in the South,
Wozeka town in the North, Gomayide town in the East and Gidole town in the West. It is situated
at about 547 Km South West of Addis Ababa, 326 Km away from Hawassa city, and 50 km
southwest of Arba Minch. The town covers an area of 7.1 km2. It is situated on plain landforms
within the great Ethiopia Rift Valley and stretches from 1110m up to 1190m above sea level. The
town experiences a mean annual temperature with the range of 15°c to 27, grouped in the “Kola”
climate (weather condition) of the country (Tilahun et al. 2022). In 2013, the town has a total
population of 20,416 of which 10,953 were females and 9,463 were males. There are about 2,783
households in the town. The town has 7 villages. The people of the town mainly use groundwater

wells installed as hand pumps for different domestic purpose.
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Figure 1: Map of Ethiopia, SNNPR, Derashe special woreda and Holte town, respectively.

2.2. Sample collection and analysis

Groundwater samples were collected from purposively selected 7 hand pumps at different seven
sites in the town. The seven hand pumps were selected purposively because of their coverage
throughout the town. The samples were collected using a sterilized 1 L sample bottles based on
the sampling procedure of the American Public Health Association (APHA, 2005). Each of
groundwater sample were analyzed in Arba Minch University Water Quality Lab for various
physicochemical parameters, such as pH, EC (electrical conductivity), total dissolved solids
(TDS), calcium (Ca?"), magnesium (Mg?"), sodium (Na*), potassium (K*), chloride (CI), sulfates
(S04%), fluoride, bicarbonate (HCO3"), total alkalinity and total hardness. The standard procedures
recommended by WHO were used (WHO, 2011). The details were described in Table 2.
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Table 1. Method employed to measure parameters in ground water

No. Parameters to be measured Measuring method

1 pH pH meter

2 Total dissolved solids (TDS) Gravimetric method

3 Electrical Conductivity (EC) Conductivity meter

4 Potassium (K*) Flame Photometric Method
5 Sodium (Na*) Flame Photometric Method
6 Calcium (Ca?") Titration method

7 Magnesium (Mg?*) Titration method

8 Chloride (CI") Titration method

9 Bicarbonate (HCO3™) Titration method

10 Sulfate (SO4%7) Spectrophotometric Method
11 Fluoride (F7) Spectrophotometric Method
12 Total Hardness (TH) Titration method

13 Total alkalinity (TA) Titration method

2.3. Quality control

To assure the data quality, the result of physicochemical analysis was checked with the anion-
cation balance. The principle of the anion cation balance is that the sum of cations and sum of
anions are equal because the solution must be electrically neutral. In an electrically neutral
solution, the sum of the cations should be equal to the sum of anions in milli-equivalent per liter
(Gebrerufael et al. 2019; Hounslow, 1995). Based on the electro neutrality, analysis of water
samples with a percent balance error < £5% is regarded as acceptable (Fetter, 2001; Gebrerufael
et al. 2019). The cations and anions balance results of the water samples analysis from Holte town
are reliable as the charge balance error for more than 95% of the groundwater samples fall within
the accepted limits of < £5%. Laboratory analysis result of the 7 groundwater samples were used

to determine the groundwater chemistry of Holte town.

The analysis per each parameter of a sample was conducted in triplicate (Jagaba et al. 2020) and
the average was taken to assure the quality of the data and to check the accuracy of the

experimental results.

2.4. Hydro-chemical facies and evolution mechanisms

Water chemistry is influenced by water—rock interaction taking place from the recharge area to
sampling location (Purushothaman et al. 2014). Hydro-geochemical types reflect the effects of
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chemical reactions occurring between the minerals within the lithological framework and
groundwater (Varol, 2015). In this study, the groundwater samples were classified hydro-
chemically using major cations and anions with conventional Piper tri-linear diagram to determine
the similarities between groundwater in the area. In addition, the Gibbs diagram was used to
understand the genesis of groundwater. The present study used Piper tri-linear and Gibbs diagram
similar to other studies (Sehnaz, 2017).

2.5. Calculation of water quality index (WQI)

In this study, WHO standards of 2011 adopted from previous studies were used to compute the
WQI’s for different physicochemical parameters by the Weighted Arithmetic Index method
(Jagaba et al. 2020; Tiwari, 1985) to assess the suitability of groundwater in the study area for
drinking purposes. It requires three important parameters like assigned weight to each parameters,
relative weight of each parameter in relation to others and quality rating scale (Brhane, 2018).
Different researchers have reported variable weights assigned to a particular water quality
parameter. Based on the literature, this study assigned weight values ranging from 1 to 5 (Tables
6), where 5 meant most significant and 1 less significant. The relative weights, quality rating scale
and water quality index (WQI) were determined using the following equations (Jagaba et al. 2020;
Vasanthavigar et al. 2010; Feifei et al. 2021; Gebrerufael et al. 2019; Tirkey et al. 2017).

W; = Wi/ZWi, i start from 1 up to n............. (1)

Where

» W, is the relative weight
» w; is the weight of each parameter

» nis the number of parameters.

Tables 6 and 7, also highlights the relative weight for each parameter as computed. For each of the

parameters, a quality rating scale (qi) was determined using the relationship in Equation (2) below:
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Where

+ q; is the quality rating
+ C; is the concentration of each chemical parameter in (mg/L)

+ S, isthe WHO drinking water standard for each of the parameters

The sub-index and WQI were computed using the relationship in Equations (3) and (4) respectively

Where,

e SI; is the sub-index of the i*" parameter

e gq; is the rating based on the concentration of the i*" parameter

After calculating the WQI, the following ranges were used to categorize the water quality type as

excellent, good, poor, very poor and unsuitable for drinking (table 3).

Table 2. Water Quality Index use and the status of respective groundwater (Sehnaz, 2017)

Range Water Type

<50 Excellent water

50-100 Good water

100-200 Poor water

200-300 Very poor water

>300 Water unsuitable for drinking purposes

2.6. Data analysis

Data were analyzed by using statistical package for social science (SPSS.version.23), and Excel
2010. Statistical measures (descriptive statistics) of the groundwater quality parameters were
determined by using the SPSS software ver. 23. Cations and anions were also calculated (Table
5). Microsoft Excel was employed for plotting graphs (Piper diagram and Gibbs diagram). The
data were displayed using the parameters of the minimum value, maximum value, and mean

value. The results/findings of the study were finally displayed using tables and graphs
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3. RESULTS AND DISCUSSION
3.1. Descriptive statistical results

Lab result and descriptive statistics of 13 physicochemical parameters of groundwater in the study
area were summarized (Table 4 and 5). The analysis result indicated that the pH ranged from 7.8—
8.1, which was slightly basic/alkaline. The TDS and EC of the groundwater samples varied from
1790 to 2500 mg/L and 3580 to 4980us/cm, respectively.

Mean/average of each cation for all samples occured in the order of Ca?* < Mg?* < K* < Na* and
mean/average of each anion concentrations were in the order of F~ < SO,2” < CI~ < HCO;".
Krishna, (2019) that reported anion concentration as F~ < SO,2” < CI~ < HCO;™. This was in
conformity with the finding of the current study. However, Igibah (2019) reported that
groundwater quality showed wide spatial variations owing to human and agricultural effects with
an anion order of SO,2~ > HCO3;~ > F~ > CI~. This was contrary to the finding of current study. In
table 4, SL from 1 to 7 indicates the 7 sample locations

Table 3. Quality of seven groundwater samples analyzed at Arba Minch University, Water Quality Laboratory,
southern Ethiopia in June, 2022. All units is mg/L, except pH and conductivity (us/cm).

No  Parameter Unit The seven ground water sample
SL1 SL2 SL3 SL4 SL5 SL6 SL7
1 Total Alkalinity mg/L 776 780 800 680 600 804 920

2 Bicarbonate mg/L 776 780 800 680 600 804 920
alkalinity (HCO3")

3 Chloride (CI) mg/L 150.0 90.80 465.86 51.32 61.19 73.04 84.88

2

4 Total hardness mg/L 180 168 412 172 228 132 112

5 Electrical ps/cm 4220 4030 4980 3700 4450 3800 3580
conductivity (EC)

6 Total dissolved mg/L 2112 2019 2500 1800 2234 1900 1790
solids (TDS)

7 Calcium (Ca*) mg/L 16.03 20.84 28.86 28.86 22.44 8.02 4.81
8 Magnesium (Mg%) mg/L 3402 2819 8262 243 418 2722 243

9 Fluoride (F) mg/L 0.17 003 0.01 001 0.01 0.00 021
10 Sulfate (SO427) mg/L 2147 1882 1765 1765 7.06 17.94 1588
11 pH pHscale 800 800 7.80 800 790 810 8.10
12 Sodium (Na*) mg/L 331.8 289.2 4612 2644 1848 3348 335.8

13 Potassium (K*) mg/L 472 536 134 564 105 55 53.2
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Table 4. Comparison of lab results with WHO and Ethiopian standards of drinking water quaity, Arba Minch City,

southern Ethiopia in June, 2022. All units is mg/L, except pH and conductivity (1s/cm).

Parameters Range Mean WHO Ethiopia

limit n limit
(WH (ES
0, Agency,
2011) 2013)

pH 7.8-8.1 7.99 6.5-8.5 6.5-8.5

Total dissolved 1790-2500 2051 1000 1000

solids (TDS)

Electrical 3580-4980 4109 1500 -

conductivity (EC)

Total Hardness 112-412 201 300 300

(TH)

Total Alkalinity 600-920 766 500 200

(TA)

Calcium (Ca?) 4.81-28.86 18.55 300 75

Magnesium (Mg?") 24.3-82.62 37.49 50 50

Sodium (Na*) 184.8-335.8 314.57 200 200

Potassium (K*) 10.5-134 58.56 12 1.5

Fluoride (F) 0.00-0.21 .06 1.5 1.5

Sulfate (S04%7) 7.06-21.47 16.64 250 250

Chloride (CI") 51.3-465.9 139.59 250 250

Bicarbonate 600-920 766 500 "

(HCO;57)

Chemical characteristics of ground water

3.2. Chemical characteristics of ground water
3.2.1. Major Cations in the groundwater of the town

a. Calcium (Ca?*) concentration

Calcium (Ca%*) in the water samples determined groundwater hardness. It also functioned as a pH

stabilizer and also gave water a better taste. According to WHO and Ethiopian standards, the

maximum permissible limit for Ca?* in drinking water must be 300 mg/L and 75 mg/L,

respectively. The result of this study showed that all groundwater samples analyzed were found

within the permissible limit of drinking water between 4.81-28.86 mg/L (Table 5). Its spatial

distribution in the study area was shown in Fig. 2A.
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b. Magnesium (Mg#*) concentration
According to WHO and Ethiopian standards, the maximum permissible limit for Mg?* in drinking
water should be 50 mg/L (Table 5). The value of Mg?* in groundwater was found above 50 mg/L
in sample location (SL) 3 (82.62 mg/L). Concerning Mg?* content of the groundwater’s, almost
all the groundwater samples were found to be suitable for drinking except the one found in sample
location (SL) 3. Basalt that contained ferromagnesian minerals such as olivine, pyroxenes, and
amphibole were identified as a source of Mg2* (Shankar and Nafyad, 2019; Wagh et al. 2019). The
higher concentration of Mg2* in location (SL) 3 might be due to the presence of the basalt that

contained ferromagnesian minerals. Its spatial distribution in the study area was shown in Fig. 2B.

c. Sodium (Na*) concentration
According to WHO and Ethiopian standards, the maximum permissible limit for Na* in drinking
water ought to be 200 mg/L. Sodium concentration was higher in all sampled sites beyond the limit
except sample location (SL) 5 (184.8 mg/L). Deep percolation of water from the topsoil layers
might be the possible source of sodium owing to its longer residence time and water-rock
interactions ( Shankar and Nafyad, 2019; Wagh et al. 2019). Its spatial distribution in the study

area was shown in Fig. 2D.

d. Potassium (K*) concentration
According to WHO standard of 2011 and Ethiopia drinking water quality standard, potassium
concentration in drinking water should be below 12 mg/L and 1.5 mg/L to be in a good zone,
respectively. Good zone are much more suitable for drinking purposes. The potassium in
groundwater of the study area was greater than the standard/beyond the good zone in all sampled
areas according to Ethiopia standards except sample location (SL) 5 (10.5mg/L) based on WHO
limit. Since the areas were previousely farmlands, the source of potassium might be the leaching
of potassium fertilizer through the soil or due to the dissolution of potassium rich minerals. The

spatial distribution in the study area was shown in Fig. 2C.
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Figure 2. Spatial distribution maps of (a) Calcium (b) Magnesium (c) Potassium (d) Sodium

3.2.2. Major Anions in the groundwater of the town

a. Bicarbonate (HCO3™) concentration

5°40'!30"S

S°39|0".\'

According to WHO standard of 2011, the maximum permissible limit for HCO;™ in drinking water

should be 500 mg/L. In the study area, bicarbonate concentration was very high in all sampled

areas of the town. Studies indicated that silicate and carbonate weathering processes were sources
of bicarbonate (Bala, 2005). All part of the study area had HCO3;~ concentration more than 500

mg/L . The possible source of HCO;™ could be the magmatic release of CO, by the active fault
zones ( Shankar and Nafyad, 2019; Mechal et al. 2017). The spatial distribution in the study area

was shown in Fig. 5A.
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b. Chloride (CI7) concentration

According to WHO standards of 2011 and Ethiopian water quality standards, the maximum

permissible limit for CI™ in drinking water ought to be 250 mg/L. All of the chloride concentration

in groundwater in the study area was below the recommended WHO standard except sample

location (SL) 3 (465.86 mg/L). Chloride originates from water-soluble chloride salts present in

minerals. Rainwater, weathering and leaching of domestic effluents are sources of chloride in

water. At higher concentration chloride damages metallic pipes and gives water a salty taste. The

5°40’!§0".\'

5°39l0")'

spatial distribution in the study area  was
= 37°27'0"E
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Figure 3. Spatial distribution map of chloride

c. Sulphate (SO427) concentration

shown in Fig. 3.

According to WHO standards of 2011 and Ethiopian water quality standards, the maximum

permissible limit for S0, in drinking water should be 250 mg/L. In the study area, all of the
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samples had the prescribed limit for drinking purposes. The spatial distribution in the study area

was shown in Fig. 4A.

d. Fluoride (F7) concentration

According to WHO standards of 2011 and Ethiopian water quality standards, the maximum

permissible limit for F~ in drinking water ought to be 1.5 mg/L. Fluoride concentration in

groundwater was within the desirable limit of WHO standards and Ethiopian standard in the study

area. The result of this study was supported by findings of other study conducted on groundwater

in Ethiopia ( Shankar and Nafyad, 2019). The spatial distribution in the study area was shown in

Fig. 4B.
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3.3. Other Chemical Constituents in the Groundwater of the Study Area

A. Total Dissolved Solids Concentration

The suitability of groundwater for drinking should be determined based on the concentration of
TDS value of less than 1000 mg/L according to WHO standards of 2011 and Ethiopian water

quality standards. The TDS value in all the groundwater samples were higher than the standards.

These values indicated that there was a high content of soluble salt in the groundwater samples

which can’t be used for drinking may be due to its unknown health risk. The spatial distribution in

the study area was shown in Fig. 4D.
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B. pH of the groundwater in the study area

According to WHO standards of 2011 and Ethiopian water quality standards, the standard pH
value in drinking water ought to be between 6.5 and 8.5. All the pH value in groundwater of the
study area was below the recommended standard. The spatial distribution in the study area was

shown in Fig. 4C.

C. Electrical conductivity (EC) of groundwater samples in the study area

Electrical conductivity is used to measure an ability to conduct electric current through dissolved
salts that is found in groundwater which helps to know the enrichment of dissolved salt content in
the groundwater. The presence of an excess amount of charged particles would limit the quality of
groundwater desirability for drinking purpose. According to WHO standards of 2011, the
maximum permissible limit for EC in drinking water should be 1500 mg/L. The value of EC in
groundwater in the study area was above the standard in all groundwater samples. The spatial

distribution in the study area was shown in Fig. 5D.

D. Total hardness (TH) of groundwater samples in the study area

Water hardness (TH) is caused by the existence of cations in water, specifically calcium and
magnesium, and anions like carbonate, bicarbonate, chloride, and sulfate. It is known by
precipitation of soap scum and requires additional use of soap to accomplish cleaning purpose.
According to WHO standards of 2011, the maximum permissible limit for TH in drinking water
should be 300 mg/L. The value of TH in groundwater in the study area was below the standard in
all groundwater samples except sample location (SL) 3 (412 mg/L). The spatial distribution in the

study area was shown in Fig. 5B.

E. Total Alkalinity(TA) of groundwater samples in the study area

Alkalinity is important water quality parameters used to measure the capacity of neutralized acids.
According to WHO standards of 2011, the maximum permissible limit for TA in drinking water
ought to be 500 mg/L and 200 mg/L, respectively. The value of TH in the groundwater of the study
area was above the standard in all groundwater samples. The spatial distribution in the study area

was shown in Fig. 5C.
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3.4. Hydro-geochemical facies

The chemical composition of the analyzed groundwater samples of the study area was represented
by plotting them in the Piper tri-linear diagram. These diagrams reveal the distribution of the
groundwater samples in different subdivisions of the diamond-shaped field of the piper diagram,
the analogies, and dissimilarities. The dominant groundwater type of the study area was the mixed
Ca—Na—HCO; type and Na—HCO; type (Fig. 6). Studies reported that Na/Ca—HCO3; water is
dominant in escarpment and Na—HCO3 type of water is dominant in the rift floor ( Kawo and
Shankar, 2018; Shankar and Nafyad, 2019). Hot springs and groundwater in the rift valley has a
Na—HCO; water type, with high Na* and HCOs?~ concentration (Ayenew, 2005; Shankar and
Nafyad, 2019). Haji et al. (2018) reported that high concentration of fluoride is related to Na—
HCO3 type of waters. However, this was not confirmed in the current study since all the fluoride

concentration of the groundwater were within the recommended standards (Table 5).

@ Sample Location (SL) 1
A Sample Location (SL) 2
<& Sample Location (SL) 3
O Sample Location (SL) 4
& Sample Location (SL) 5
A Sample Location (SL) 6
B Sample Location (SL) 7

SOLF

Ca*? Na* +k* HCO3- + CO3- cr

Figure 6. Hill piper plot (piper diagram) showing the distribution of the groundwater samples in different subdivisions
of the diamond-shaped field

78



Demanu Tagel and Tamru Tesseme /EJWST. Volume: 4 :62-89 /2021 (ISSN: 2220 — 7643)

3.5. Groundwater evolution mechanisms

Previously, Gibbs diagrams are mainly helpful for the rapid identification of the evolution
mechanism of surface waters (Gibbs, 1970), but now, they are widely applied in groundwater
studies (Amiri, 2020; Feifei et al. 2021; Somvir, 2017). The diagram for this study was developed
using prepared Excel. There are natural factors that control the chemical characteristics of
groundwater such as rainfall, evaporation, and water and rock interactions. To understand the
groundwater chemistry and the relationship of chemical components of groundwater from their
respective aquifers such as chemistry of the rock types, chemistry of precipitated water and rate of
evaporation a diagram in which ratios of dominant anions and cations are plotted against the values
of total dissolved solids (TDS) was suggested. The result on the diagram is representing the ratio-
| for cations [(Na*)/(Na* + Caz")] and ratio-Il for anions [CI7/ (CI~ + HCO37)] as a function of
TDS. This is used to assess the functional sources of dissolved chemical constituents, such as

precipitation-dominance, rock-dominance and evaporation dominance (Somvir, 2017).

The data of groundwater samples in this study were plotted on the Gibbs diagram (Fig. 7). The
Na*/(Na* + Caz") of all groundwater samples was greater than or close to 0.8, and the CI7/(CI~ +
HCO5") of all samples was less than 0.5. The TDS values of all groundwater samples varied
between 1000 and 10000 mg/L. The result indicated that about 50% of samples indicate chemical
weathering of rock-forming minerals which influenced the groundwater by means of dissolution
of rocks through which water was circulating. But, 50% of samples represented evaporation
dominance. Evaporation increases salinity through high concentration of Na* and CI~ might be

owing to anthropogenic activities like using fertilizers and irrigation.

Han et al. (2010) using Gibbs diagram indicated that water—rock interactions and rock weathering
were the main factors controlling the chemical characteristics of groundwater in some area of
Xinzhou Basin. In addition, Somvir, (2017) identified that chemical weathering of rock-forming
minerals influenced groundwater quality by means of dissolution of rocks, and evaporation

dominance.

79



Demanu Tagel and Tamru Tesseme /EJWST. Volume: 4 :62-89 /2021 (ISSN: 2220 — 7643)

10000) 10000

-~ Seawater 4 .-~ Seawater 1
- ’ Z >

/ ’
. Z -
-
N | W s
- O ’ 5%
- . - -
s &
O*. > s

1000) = S5 1000) —<

1000

100! K

Total dissolved salts (mg/L)
¥
Total dissolved salts (mg/L)

10) > . 10

» ~ ~ ~
~ :
~_ Precipitation
9

“~._ Precipitatiqr

~ 9
3 ) ance
dmpmancc \.h\mm nce

~
~
~

N

1 R 1
09 83 64 06 dF 10 9 B3 64 66 OF 10
Na'/(Na*+ Ca®") CI" /(CI” + HCO;")

Figure 7. Gibbs diagrams of groundwater samples. (Na*/ (Na*+Ca2*) and CI~/ (CI~ + HCO3"))

3.6. Water quality index (WQI) result for the groundwater sites

First, 12 important water quality parameters were selected as displayed in Table 6 and a weight
was assigned to each parameter depending upon the effect on human health. In addition, the limit
values of the World Health Organization’s guidelines (WHO) 2011 were utilized in the
calculations (Table 6). The highest weight of 5 was assigned to parameters such as Ca'? and F
which had the major effects on water quality especially during drinking. SO,%”, TH and TDS were
assigned a weight of 4. EC, pH, Mg*?, CI- and HCO3- were assigned a weight of 3. Na*" and K*
were assigned a weight of 2 taking their importance into consideration in water quality. The
relative weights (IW;) were computed for each parameter and results were given in Table 6. The
WQI values were calculated using related equations (Equations (2)—(4)) (displayed in the
methodology section), and WQI results and water types for individual samples were presented in
Table 3.

The WHO standards of 2011 was used for the WQI calculation, and weight was given to each
parameter and relative weight was calculated. WQI of the study area ranged from 84.4 to 174.3.
The result of WQI indicated that about 57.1% (4 out of 7) and 42.9% (3 out of 7) of groundwater

samples fell in the category of good and poor water quality, respectively (Table 7). The spatial
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distribution of WQI indicated that slightly more than half of the town had good quality of
groundwater with some sites having poor groundwater quality.

Table 5: Relative weight of chemical parameters

Parameters WHO limit Weight (w;) Relative
weight
EC 1500 3 0.073
pH 6.5-8.5 3 0.073
TDS 1000 4 0.097
TH 300 4 0.097
Ca*? 300 5 0.122
Mg*2 50 3 0.073
Na* 200 2 0.049
K* 12 2 0.049
F 15 5 0.122
SO,2~ 250 4 0.097
ClI 250 3 0.073
HCO3- 500 3 0.073
Ewi =41 Z’.Wl =1.000

Table 7: The Calculated WQI value for individual water samples

Sample Sample Site WQI Classification
No.

1 Sample Location (SL) 1 104.6 Poor water

2 Sample Location (SL) 2 100.6 Poor water

3 Sample Location (SL) 3 174.3 Poor water

4 Sample Location (SL) 4 94.7 Good water

5 Sample Location (SL) 5 84.4 Good water

6 Sample Location (SL) 6 97.9 Good water

7 Sample Location (SL) 7 97.5 Good water

4. CONCLUSIONS AND RECOMMENDATIONS

The pH values of groundwater were slightly basic in nature (average = 7.99). The pH of
groundwater samples indicated alkaline in nature. The EC, HCO3~ and TDS values of all the
samples exceeded the upper limit of WHO standards for drinking water. The chloride
concentration in groundwater for all samples of the study area were within the desirable limit of
WHO standards except sample location (SL) 3 which exceeded the maximum allowable limit of
250 mg/L.
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The order of abundance of cations in the groundwater was Ca2* < Mg?* < K* < Na* and the order
of anionic abundance was F"<SO,2~ < CI~ < HCO3". Based on the hydro-geochemical facies
identified, the majority of the samples were represented by Ca—Na—HCO3 type and Na—HCO3
type of water. The Piper Tri-linear diagram indicated that most of the groundwater samples fell in
Mixed Ca—Na—HCO; types. Quality of groundwater in the samples was mainly dominated by
evaporation while remaining samples were dominated by chemical weathering of rock forming

minerals.

The result of WQI indicated that 57.1% (4 out of 7) and 42.9% (3 out of 7) of groundwater samples

fell in the category of good and poor groundwater quality, respectively.

Overall, groundwater quality parameters should be monitored and regularly inspected in the riskey
areas of sample location (SL) 1, 2 and 3 in Holte town to avoid human health related problems
and ensure sustainable socio-economic development. The local government should ensure that
land use plans and regulations should protect the local environment and groundwater sources. The
residents should be educated about groundwater and the town facilities should have good pollution
prevention practices to avoid further environmental degradations. Also, further geochemical and
groundwater quality investigations should be carried out to reduce the possibility of groundwater

contamination and thus keep the community safer.
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ABSTRACT

Many hydrological models have been developed to simulate watershed hydrology. However, identifying the most
cost-effective and efficient hydrological models for a specific watershed with reasonable certainty becomes difficult.
The purpose of this study was to compare the stream flow prediction efficiency of the HEC-HMS and SWAT models,
as well as the associated uncertainty, in the Bilate and Gidabo watersheds. Model-sensitive parameters being
identified, they were calibrated and validated. The parameter uncertainties were analyzed using Markov Chain Monte
Carlo (MCMC) for HEC-HMS and Sequential Uncertainty Fitting version two (SUF-2) for SWAT. In the case of the
HEC-HMS model, the results showed that constant loss rate (CR) was the most sensitive parameter, followed by lag
time (LT) for both watersheds. SWAT detected ALPHA_BF in the Bilate Watershed and CN_2 in the Gidabo
Watershed as the most sensitive parameters. Overall, both models could adequately simulate the hydrology of both
watersheds. Despite their similar modeling capabilities, a comparison analysis revealed that the HEC-HMS model
outperformed the SWAT model in simulating streamflow in both watersheds. The findings of this study can help
potential model users make risk-informed decisions by selecting a representative model and quantifying associated

uncertainty in the modeling field.
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1. INTRODUCTION

Many hydrological models had been developed and were accessible to water resources studies,
such as water resources management, flood control, land planning, water quality, and climate
change studies (Wu & Chen, 2015). The models were used to analyze the quantity of stream flow,
reservoir system operation, surface and groundwater use management, flood forecasting, ecology,
and a range of water management practices (Wurbs, 1998). According to a review of literature, the
most commonly used hydrological models in Ethiopia were Hydrologiska Byran's
Vattenbalansavdelning (HBV), Hydrologic Engineering Center's Hydrologic Modeling System
(HEC-HMS), Soil and Water Assessment Tool (SWAT), Hydrological Simulation Program-
Fortran (HSPF), and MIKE SHE. However, the ranges of applications of the models were different
since the assumptions involved in each model varied, and catchments were heterogeneous.
Additionally, many models required data unavailable in the watersheds, especially in developing
countries (Sivapalan et al., 2003). As a result, potential model users increasingly found it
challenging to determine the best, most cost-effective, and most efficient hydrological models to

produce high-quality results.

The hydrological model selection was based on knowledge of modeling method, data quality and
availability, model performance, and applicability. Earlier studies conducted around the world
indicated that one model might represent the hydrological/physical process better than the other.
The performance of each model varied from watershed to watershed (Abebe, 2017; Abyot, 2008;
Aliye et al., 2020; Dhami & Pandey, 2013; Golmohammadi et al., 2014; Khoi, 2016). Therefore,
earlier studies suggested that further studies needed to reach a sound conclusion about the
superiority of one model over the other.

HEC-HMS and SWAT models had been extensively used in different parts of the world. However,
hydrological models were highly subject to uncertainty owing to the assumptions of the model
itself and the watershed system complexities, which concerned potential model users (Song et al.,
2015; Zhanling et al., 2009). Uncertainty in model output arose from measurement errors
associated with input data, model structure, and parameter uncertainty (Abbaspour et al., 2007).
From these uncertainty sources, uncertainty from parameters was easy to control through

appropriate model calibration (Wu & Chen, 2015). However, parameter values obtained through
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the calibration process possessed a degree of quantifiable uncertainty because of incomplete
knowledge of parameter value ranges, physical meaning, and temporal and spatial variability.
Therefore, model predictions were unreliable when model parameter values were uncertain. In
some cases, wastage of resources might occur due to overestimating uncertainty, and unexpected
losses might occur due to underestimating uncertainty (Shen et al., 2012). Therefore, the
uncertainty of hydrological models should be scrutinized (Abbaspour et al., 2007). In addition,
Herrera et al. (2022) noted that when models are used to predict the future, it's crucial to limit the
uncertainty of the outcomes.A variety of uncertainty analysis methods had been developed to
characterize, control, and quantify the parameter and modeling uncertainties, such as sequential
uncertainty fitting (SUFI-2), generalized likelihood uncertainty estimation (GLUE), Markov chain
Monte Carlo (MCMC), and parameter solution (ParaSol). Among these methods, MCMC and
SUFI-2 were widely used to quantify and control the uncertainty parameter in HEC-HMS and
SWAT models. Abbaspour et al. (2007) stated that SUFI-2 was applied extensively to analyze the
sensitivity of parameters and identify the critical source of uncertainty in watershed model outputs.
MCMC was applied to quantify the uncertainty in modeling watersheds from model parameters.
While HEC-HMS and SWAT models were widely used hydrological models, investigating the
uncertainty assessment of the model was essential to improve the reliability of streamflow
prediction.

The lack of data about the Ethiopian situation made hydrological modeling efforts challenging to
manage water resources for sustainable development. Therefore, selecting models that require less
data was economical and advantageous. Several hydrological modeling studies were conducted in
Ethiopian watersheds. The HEC-HMS and SWAT models had been extensively used in different
watersheds in Ethiopia (Abebe, 2017; Abyot, 2008; Aliye et al., 2020; Kassa & Forech, 2009).
However, no exclusive studies were available on the suitability of these hydrological models in
the Bilate and Gidabo watersheds. In light of this, the soil and water assessment tool (SWAT) and
the hydrologic engineering centers-hydrologic modeling system (HEC-HMS) models are utilized
in this work. Abyot (2008) suggested that the HEC-HMS model outperformed the RRL SMAR
and RRL TANK models, capturing peak flow in both Bilate and Kulifo watersheds in the Abaya
Chamo Basin. Kassa and Forech (2009) demonstrated that the models produced acceptable outputs
in hydrological responses to land use and climate changes. They reported that the SWAT model

92



Bereket Dora and Samuel Dagalo /EJWST. Volume: 4 :90-122 /2021 (ISSN: 2220 — 7643)

outperformed the HSPF model when monthly and seasonal stream flow analyses were conducted.
Abebe (2017) found that both SWAT and HBV-light models successfully predicted the discharge
in the Geba Catchment. Similarly, Aliye et al. (2020) conclude that the HEC-HMS model
outperformed other models in simulating the rainfall-runoff process. However, there appears to
be no previous studies conducted on the Bilate and Gidabo watersheds using comparative
hydrologic models,. As a result, the purpose of this research was to compare the performance and
applicability of the HEC-HMS and SWAT hydrological models to the Bilate and Gidabo
watersheds. This study sheds light on which model to use and establishes parameters for future use
in the two watersheds. Future researchers, hydrologists, agronomists, and water resource managers

may find this study useful in their future endeavors.

2. MATERIALS AND METHODS
2.1. Description of the study area

Bilate and Gidabo watersheds are among the major watersheds of the Abaya-Chamo sub- basin,
the Rift Valley Lakes basin in Ethiopia. The geographical location of the Bilate Watershed is
approximately between 6°40'0"N to 8°5'00” N latitude and 37°48'0"E to 38° 36'00"E longitudes.
Similarly, the Gidabo Catchment is located between 6°15'0"and 6°55'0"N latitude and 38°15'0" to
38°40'0" E longitude.

Bilate River drains southwards into Lake Abaya in the main Ethiopian Rift Valley Basin (Figure
1). The study area of the Bilate Watershed covers an area of 5316km? at the entrance of Lake
Abaya (outlet). The Bilate Watershed elevation ranges between 3329m a.m.s.|l in the northern and
1193m a.m.s.l in the south with a mean elevation of 2261.5m a.m.s.l. The region drained by the
Gidabo River is bordered by the southern part of the main Ethiopian Rift Valley Basin flowing
eastwards into Lake Abaya (Figurel). The Gidabo Watershed lies in the Borena Zone of the
Oromia Region, Gedeo Zone, and Sidama Region, Ethiopia. The estimated area of the Gidabo
Watershed is 2310 km?. The Gidabo Watershed area ranges between 1183 a.m.s.I near the outlet
(at the Dam site) to 3173 a.m.s.l in the western part of the watershed with a mean elevation of

2261.5m a.m.s.l. The average mean maximum and minimum temperatures of Bilate are 32.6°C
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and 13.3°C, respectively. Moreover, for the Gidabo Watershed, the mean monthly temperature at
the Gidabo Dam is 15°C to 30°C. The rainfall trend in both watersheds is bimodal.
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Figure 8. Location of study areas

2.2 Data Set
2.2.1. Meteorological data

The National Meteorological Agency (NMA) of Ethiopia provided meteorological data for both
the Bilate and Gidabo watersheds, including daily stream flow, daily minimum and maximum

temperature, daily sunshine hourly, daily wind speed, and daily relative humidity. In this study,
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eight and three meteorological stations are available within and near the study area for the Bilate
and Gidabo watersheds, respectively. The data was checked for homogeneity and consistency;
errors were fixed, and insufficient and missing data were filled in. The study collected daily

meteorological data from 1987 to 2016.

The SWAT model requires daily climate data of rainfall, maximum and minimum temperatures,
wind speed, relative humidity, and solar radiation. The meteorological stations chosen for this
study had daily air temperature and precipitation data. However, because they have comprehensive
weather data, data from the Hosana and Dilla gauging stations in the Bilate and Gidabo watersheds,

respectively, were used in this study.
2.2.2. Stream flow

Observed stream flow was required for calibration and validation of both the HEC-HMS and
SWAT models. Bilate Tena and Measso are terminal gauging stations on the Bilate and Gidabo
river basins, and stream flow data were collected from the Ethiopian Ministry of Water, Irrigation,
and Energy. The data were collected over a 17-year period (1999-2015) for Bilate and a 10-year
period (1997-2006) for the Gidabo Watershed.

2.2.3. Digital Elevation Model

Using DEM data as input, HEC-HMS, and SWAT models, the accumulation of flow and stream
networks were calculated, and the watershed were divided into a number of sub-basins based on
elevation. A DEM data with a resolution of 30mx30m was used here. A digital elevation model of

both watersheds is provided in Figure 2.
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Figure 9: DEM of Bilate and Gidabo watersheds

The study areas' spatial and time series data were generated in the suitable model format and used
in the model simulation. Using ArcGIS 10.3, a 30x30m DEM data resolution was used to delineate
the watersheds at Bilate Tena and Measso gauging stations for Bilate and Gidabo watersheds,
respectively. Accordingly, the entire Bilate and Gidabo watershed area were divided into 23 and
13 sub-basins, respectively. These sub-watersheds were further separated into Hydrologic
response units (HRUSs), a unique combination of soil, land use, land cover, and slope characteristic

areas. The delineated watersheds are indicated in Figure 3.
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Figure 3: Bilate and Gidabo Watersheds

2.2.4. Land use and land cover

Land use and land cover impact a runoff watersheds, surface erosion, and evapotranspiration. The
map depicts the various land use/cover classes as well as the physical extent of the study areas.
The land use/land cover map of the Bilate and Gidabo watersheds was created using Arc GIS 10.3

software. The predominant land cover in both watersheds is intensively cultivated land.
2.2.5. Soil data

The Ethiopian Rift Valley Lake Basin Master Plan study was conducted in 2010, and soil samples
were collected from all soil units of the basin. In this study, the soil data was collected from

MoWIE. The Rift Valley Lake Basin Master Plan document was also used to get the soil
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information (Halcrow, 2010). 203 soil samples from 12 different soil units in the Rift Valley Basin

were collected, and their physical and chemical characteristics were examined.

2.3. Hydrological Models

The HEC-HMS and SWAT hydrological models were used here in this study. The background
information and the necessary steps used in the modeling processes are described in the following

sections.
2.3.1. HEC-HMS hydrological model

The Hydrologic Modeling System, HMS, was developed by the US Army Corps of Engineers
Hydrologic Engineering Center (HEC) as a modeling tool for all hydrologic processes of dendritic
watershed systems. It simplified complex tasks concerning hydrological studies, consisting of time
series data, losses, runoff transform, open routing, rainfall-runoff simulation, and parameter
estimation (Feldman, 2000; USACE, 2008). The HEC-HMS model is a physically based and
conceptually semi-distributed model designed to simulate rainfall-runoff processes in many
geographic areas, from large river basins to small urban and natural watershed runoffs. In addition,
the HEC-HMS model uses a separate model that computes runoff, the base flow, and runoff
volume. The model has four computation methods to address the responsiveness of watersheds,

such as loss, transform, base flow, and routing.

The loss methods were designed either for event simulations or continuous simulations. The initial
and constant loss methods were used to calculate the loss in the catchment, which was the
maximum potential rate of precipitation loss constant throughout an event. These represented the
physical properties of the watershed soil, land use, and antecedent condition (Razmkhah, 2016).
HEC-HMS also had seven different transformation methods which simulated the process of the
direct runoff from excess rainfall in a watershed. In this study, the Soil Conservation Service (SCS)
Unit Hydrograph model was used to transform excess rainfall into runoff. The time of
concentration (Tc) and lag time (Tiag) Were employed in the transformation model to compute the

runoff from excess rainfall.
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The time of concentration was estimated based on the characteristics of the basin, including
topography and the length of the reach, using Kirpich's method (Kirpich, 1940):

L077

Tc=—= 1)

$0.385

The lag time is computed as:

Tiag = 0.6 X T, (2)
From different methods included in the model to compute base flow, the constant monthly base
flow was selected in this study for its suitability to the study areas. The method used long-term
simulations and required a separate monthly value for the overall simulation period. The average

minimum flow value was taken before model calibration.

When runoff traveled through the channel reach, the flood became attenuated owing to channel
storage effects. The Muskingum method of flood routing was selected in this study. It is often used
for flood routing in natural channels (Sil et al., 2016). In this model, two parameters were
calibrated: the coefficient K, which refers to the travel time of the flood wave through routing
reach, and the dimensionless weighting factor (X), which corresponds to the attenuation of the

flood wave as it moves through the reach. The Muskingum-Cunge routing equation is given by:
St = K[XI; + (1 — X)Q¢] 3)
where S{[L°] is the storage; I[[L3T ] is the inflow and Q: [L3T™] is the outflow from a given reach.

Arc hydro and HEC-GeoHMS were used to characterize the watersheds. HEC-GeoHMS mainly
creates a basin model and a meteorological model and controls specifications before running the
HEC-HMS model. The prepared basin model and features were taken as background input map
files and imported to HEC-HMS 4.3. Since we had no observation stations in each sub-basin, the
precipitation values were estimated by the most widely used Thiessen Polygon method, and
weights were worked out in HEC-GeoHMS software.

2.3.2. SWAT hydrological model
The soil and water assessment Tool (SWAT) is a semi-distributed physically based model

developed to estimate the stream flow, sediment, and chemical yields in basins. Streamflow
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generation is modeled along individual hydrologic response units (HRUs) using multiple
watershed-scale characteristics such as hydraulic conductivity, available moisture content,
pollutant loading, and management strategies. The HRU-scale results were then piled into sub-
basin-scale outputs using appropriate weighted average procedures. The hydrological entities at
the sub-basin levels were then routed separately. SWAT simulates surface runoff volumes and
peak runoff rates for each HRU using daily or sub-daily rainfall levels. The SCS curve number
and the Green Ampt infiltration methods are two methods available in SWAT to estimate surface
runoff volume. It was challenging to apply the latter method since the sub-daily time step data
criterion was difficult to obtain for the study watersheds. Therefore, the SCS curve number method
was adopted in this study. SWAT model performs the essential water balance computation to

estimate the different flux components given by Equation 4 (Neitsch et al., 2011) as:
SW; =SW, +Z§=1(Rday - qurf — Ea — I/Vseep - ng) 4)

where SW: is the final soil water content (mm), SWo is the initial soil water content (mm), tis time
(days), Rday is the amount of precipitation on a day i (mm), Qsurf is the amount of surface runoff on
a day i (mm), Ea is the amount of evapotranspiration on a day i (mm), Wseep is the amount of water
entering the vadose level zone from the soil profile on day i (mm), and Qgw, is the amount of return

flow on day i (mm).

The model also calculates evaporation from the soil and plant canopy surface separately. The
potential evapotranspiration (PET) and leaf area index (LAI), or the ratios of plant leaf area to the
soil surface, are explicit functions of soil water evaporation. Depending on the input data available,
the PET of the catchment could be computed using the Penman-Monteith, Priestley—Taylor or
Hargreaves approaches. In the present study, the Penman-Monteith approach was used, which was
given by (Allen et al., 1998):

0.408(Rnet—G)+y 200 U(es—ea)

— (T+273)
ETo = A+y(1+0.340) )

where, ET, is daily reference crop evapotranspiration [mm day*], Rnet is net radiation flux [MJm-
2day™'], G is heat flux density in the soil [MJm2day™], y is psychometric constant [KPA°C™], U is
wind speed measured at 2 m height [ms™]; e is saturation vapor pressure e, = es * RH/100 [KPA],

RH is relative humidity [%] and A is slope of the saturation vapor pressure curve [KPa°C™].
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2.4 Model Sensitivity analysis

Sensitivity analysis determines how much a change in an input parameter affects the model
response. Prior to assessing the major impact of input variability on certain model outputs of
interest, the sensitive parameter was ranked. The output response changes when the most sensitive
parameter is used. As a result, sensitivity analysis was used in this study to find sensitive model
parameters and link them to catchment runoff generating features (Saltelli et al, 2000).

The sensitivity analysis was carried out manually in HEC-HMS to identify understand the most
influential model parameter from selected key parameters. The SUFI-2, on the other hand,
determines sensitivity for the SWAT model using global sensitivity analysis. The sensitivity ranks
of parameters were assigned in the SUFI-2 method based on the p-value and t-stat values. Based on
previous research on rainfall-runoff simulation using the SWAT model (Abebe, 2017; Aliye et al.,
2020; Amaru Ayele & Gebremariam, 2020), key parameters were chosen to implement sensitivity

and uncertainty analysis using the SUFI-2 model for both watersheds.

2.5. Model Evaluation and Statistical Analysis

Accuracy, consistency, and adaptability of hydrological models is essential for a better prediction
of watershed responses. Therefore, the prediction efficiency criterion is required to assess the
performance of the model. The performance of HEC-HMS and SWAT models was evaluated in
terms of coefficient of determination (R?), Nash and Sutcliffe Simulation Efficiency (NSE),
Relative VVolume Error (RVE), Percentage Error Peak Flow (PEPF), and Mean Absolute Error
(MAE). A common method of evaluating hydrological model performance and behavior is to
compare computed and observed variables. The R? value represents the strength of the relationship
between the observed and simulated values. The value of R? ranges from zero to one, with higher
values indicating better agreement of simulated and observed values. The Nash-Sutcliffe
Simulation Efficiency (ENS) displays the degree of fitness of the observed and simulated plots. The

ENS also assesses how well the simulated results predict the measured data.

RVE indicates the variation between simulated and observed discharge on relative bases.The
relative volume error can range between -oo and o but it performs best when a value is zero showing

there is no difference between simulated and observed discharge occurs.
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The statistical indexes are given as:

R2= [Z?zl(Ysim—fsim)(Yobs—Yobs)]2
T3 (Ysim—Ysim)2([Yobs—Yobs))?

(6)

where Ysim is simulated discharge, Ysim is the average of simulated discharge, Yobs is observed
discharge, Yobs is the average of observed discharge (m3/s).

Y, (Yobs—Ysim)?

Ens=1-— —
NS ™ ,(Yobs—Yobs)?

()

n n
Yic1 Ysim—Xi=1Y
2?:1 Yobs

RVE = obs (8)

Hence, the models were calibrated and validated using daily and monthly observed stream flow
data obtained from MoWIE. For Bilate Watershed, the models were run from the simulation period
(1999-2015). The first two years’ data (1999-2000) were used for model initialization; the data for
the next 10 years (2001-2010) was used for the model calibration and the remaining five years’
(2011-2015) data was used for model validation. For the Gidabo Watershed, the data of one year
(January1997-December 1997) stream flow was used for model warm-up; the data from 1998 to
2003 was used for model calibration and the remaining three years data (2004-2006) was used for
the model validation. Both the HEC-HMS and SWAT models were automatically calibrated and
validated at Bilate (Bilate Tena) and Gidabo (Measso) outlets. During calibration, sensitivity
analysis was performed manually for the HEC-HMS model and automatically for the SWAT
model using the SWAT CUP software's SUFI-2 program.

2.6 Model Uncertainty

2.6.1. Uncertainty analysis in the HEC-HMS model

Uncertainty refers to the state of being uncertain about something. So far, there are four major
sources of uncertainty in hydrologic modeling: (i) input uncertainty, e.g., sampling and
measurement errors in catchment rainfall estimates; (ii) output uncertainty, e.g., rating curve errors
affecting runoff estimates; (iii) structural uncertainty (model uncertainty) arises from a lumped and
simplified representation of hydrological processes in hydrologic models and (iv) parametric

uncertainty, reflecting the uncertainty in hydrologic models (Renard et al. 2010).
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There are several approaches available to estimate uncertainty in hydrological models. The
"Markov Chain Monte Carlo" approach was chosen for this investigation and incorporated in the
present study. Convergence is attained when statistical measurements of the watershed response
do not change as more samples are computed. The convergence of MCMC to a stable posterior
probability density function (PDF) was monitored using statistics (Gelman & Rubin, 1992).
Convergence is declared when R <1.2 for all j = 1 d, where d represents the number of parameters.
The calibration parameter constraints determine the simulated upper and lower bounds of the
parameter (Scharffenberg, 2016). Finally, the upper, lower, and simulated hydrographs are plotted
after determining the best upper and lower bounds for a hydrograph. The uncertainty is said to be
low if most of the simulated hydrograph lies between the lower and upper bounds and high if the
computed hydrograph lies outside the bound. As shown in equations 9, 10, and 11 below, the P-
factor and R-factor are used to determine the strength of calibration/uncertainty of model

parameters (Tegegne et al., 2019).

2.6.2. Uncertainty analysis in the SWAT model

SUFI2 was chosen for this investigation because it converged with fewer iterations and allowed
for resuming unfinished iterations and breaking iterations into multiple runs. The SUFI-2
algorithm, in particular, was well suited to the calibration and validation of the SWAT model
since it incorporated all sources of uncertainty (Abbaspour et al., 2007). The P-factor, the
percentage of measured data bracketed by the 95 percent prediction uncertainty (95PPU).,
quantified the extent to which all uncertainties were accounted. As a result, the percentage of
data captured (bracketed) by prediction uncertainty indicated our uncertainty strength of
analysis. The 95PPU was calculated at the 2.5 % and 97.5 % levels of the cumulative
distribution of an output variable obtained through Latin hypercube sampling, with 5% of very

bad simulations excluded.

The R-factor, the average thickness of the 95PPU band divided by the standard deviation of the
measured data, was the other way to estimate the strength of a calibration and uncertainty analysis.
As a result, SUFI-2 tried to bracket as much of the collected data as feasible with the smallest

possible uncertainty band. The P-factor has a theoretical range of 0 to 100%, while the R-factor
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has a theoretical range of zero to infinity. A simulation with a P-factor of 1 and an R-factor of zero
corresponds to measured data.

P=3Y".(z,/T) * 100 9)
Zt — { 1' lf Qto € (QgZ.S%,Qg97.5.%) (10)
0, Otherwise

where Z; has a value of 1 when the observed discharge is within the 95PPU interval; t is the
simulation time step; T is the number of time step in the observed data; Q¢ the observed data at
time step t; Q7,50 and Q7 9759, represent the simulated lower (calculated at the 2.5% level of the
cumulative distribution) and higher (97.5% level) boundaries at time t, with S indicating the
simulated data, and O observed data.

Rf actor —

a”T(Qtfw.s%_Qf.z.s%,) (11)

stdev of measured data

3. RESULTS AND DISCUSSIONS

3.1 Sensitivity Analysis

The primary goal of sensitivity analysis is to describe how changes in model input values affect
model outputs. Therefore, we performed sensitivity analysis manually to determine the most
sensitive parameter in HEC-HMS. The sensitivity of the HEC-HMS model was evaluated using
six key parameters from both watersheds. The results showed that constant rate (CR) and lag time
(LT) were the most sensitive parameters. On the other hand, other parameters had no or only a

minor impact on the model output (streamflow). Figure 4 shows the model-sensitive parameters.
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Figure 4. Model sensitivity using NSE in a) Bilate and b) Gidabo watersheds

In this study, we ran 1000 model runs in SUF-2 for sensitivity analysis. The sensitivity parameters
were sorted based on the p-value and t-stat from the SUFI-2 sensitivity analysis. When the absolute
value of the t-stat is significant, the parameter is more sensitive. At the same time, the p-value is
closer to zero when the parameter is more significant. The results showed that the parameters
governing subsurface water responses (ALPHA BF and GW REVAP) were found to be the most
sensitive parameters in the Bilate Watershed, with a low p-value and a high absolute value of t-
statistics. In the Gidabo Watershed, as represented in Figure 6, the relatively high sensitivity of
CN-2 followed by SOL_AWC in the Gidabo Watershed indicated high runoff potential in the

watershed. The lower soil layer had a greater capacity to hold water than the top soil layer. As a
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result, percolation of water and aquifer return flow might be restricted (Saha et al., 2014). This
could be due to the variable properties of the input catchment. The curve number parameter (CN_2)
arising from land use and antecedent soil water conditions was found to be the most sensitive
model parameter, followed by SOL_AWC. The other parameters were found to be less sensitive
in the simulation of stream flow. Figure 5 and Figure 6 shows the model sensitivity analysis and
parameters in the SWAT model.

P-Value t-Stat

2:V__ALPHA_BF.gw
5:R__GW_REVAP.gw
1:R__CN2.mgt
8:R__SOL_AWC(..).sol
4:V__GWQMN.gw
7:R_CH_K2.rte
6:R__REVAPMN.gw
3:V_GW_DELAY.gw
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Figure 5. SWAT global model sensitivity for Bilate watershed
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Figure 6. SWAT global model sensitivity for Gidabo watershed
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3.2. Hydrological Model Calibration and Validation

Model calibrations were performed by fine-tuning the most sensitive model parameters within a
given range in order to achieve agreement between simulated and observed stream flow in each
watershed. The sections that follow describe the model calibration and validation efforts that were

carried out using both hydrological models.
3.2.1. HEC-HMS model calibration and validation

The parameters_ constant loss rate and lag time _showed significant variability in the rainfall-
runoff modeling (HEC-HMS) of both watersheds during the calibration period. In contrast, routing
parameters (K and X) remained constant. According to the volume relative error result in HEC-
HMS, RVE was low in both watersheds, with absolute values less than 10%. In the Bilate and
Gidabo watersheds, the mean magnitude of computed daily stream flow values was within a very
good range (RVE>10). In terms of reproducing the observed pattern of daily stream flow during
calibration and validation (NSE = 0.55) and coefficient of determination (R2=0.55), satisfactory
performance was observed in Bilate Watershed. The response of Gidabo Watershed to the HEC-
HMS model was better than that of the Bilate Watershed in all evaluation criteria performed in
daily and monthly stream flow simulations. HEC-HMS performed well during calibration
(NSE=0.65) and was satisfactory in the validation period (NSE=0.63). Similarly, the regression
coefficient indicated that the simulated discharge was (R? =0.65) during the calibration and
validation period. This showed the capability of the HEC-HMS model in simulating the observed
stream flow hydrograph and the good correlation with observed flow data in the Gidabo
Watershed. These HEC-HMS model results were consistent with previous studies in the Rift
Valley Basin: HEC-HMS (Aliye et al., 2020; Kebede, 2017; Legesse, 2020). Table 1 shows the
model calibrated parameters and their ranges for both watersheds.The percentage error in peak
flow (PEPF) of HEC-HMS model was 68% in the Bilate Watershed and 21% in the Gidabo
Watershed. The value of these measures confirmed that HEC-HMS captured peak flow in both
watersheds satisfactorily. Furthermore, the mean absolute error of the HEC-HMS model was 0.63
in the Bilate Watershed and 0.04 in the Gidabo Watershed, indicating that the HEC-HMS models
simulated with a lower mean absolute error during the calibration and validation period in both

watersheds.
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Table 1; Parameter range and their calibrated values for Bilate and Gidabo watersheds

No parameters Bilate Gidabo
Fitted Fitted
Range value Range value
1 Constant rate (CR) 2.7-4.3 35 1.35-3.2 2.42
2 Initial deficit( ID) 0.1-2.3 1.89 0.001-2.1 2
Maximum
3 deficit(MD) 2.8-5.8 5.7 2.11-2.99 2.5
11000-
Lag time (LT) in min 13000 12000 25100-27400 26000
Muskingum (K) 0.1-145 1 125-145 145
Muskingum (X) 0.1-0.44 0.1 0.01-0.45 0.1

The relationship between daily observed and simulated streamflow hydrographs (Figure 6) was

better in the Gidabo Watershed than in the Bilate Watershed. Because of the inspection, the

performance of the model in simulating the hydrograph's base flow and rising and falling limbs
was better in the Gidabo Watershed than in the Bilate Watershed.
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Figure 7. Daily observed and predicted stream flow hydrographs during the calibration and validation

period for Bilate (a) and Gidabo (b) watersheds
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Figure 8. Scatter plot for the calibration Bilate (left) and Gidabo (right)

Figure 7 (left) illustrates a scatter plot of correlation analysis, demonstrating that more data are
scattered below the 1:1 line in the Bilate Watershed, indicating that the model underestimated the
predicted flow. On the other hand, the distribution values of Gidabo Watershed are over the 1:1
line as in Figure 7. It showed that the model slightly overestimated the stream flow. Hence, the
model efficiency increased when the time step increased. As indicated in Figure 7, the observed
and simulated hydrograph had a better mean monthly flow agreement than when the model was
run for the daily time step. This is attributed to the hydrological models capturing less higher time
resolution than lower time resolution. This is related to model uncertainty in model structure
(Renard et al. 2010). Hence, the HEC-HMS model had limited capacity to capture the peakflow in
both watersheds as indicated by PEPF.
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Figure 9. Monthly observed and predicted stream flow hydrographs during calibration and validation period
for Bilate (a) and Gidabo (b) watersheds

3.2.2. SWAT model Calibration and Validation

SWAT model enabled the observed daily stream flow to be reproduced during the model
calibration and validation period (Figure 10). The observed and computed daily stream flow
showed a 'satisfactory' agreement with NSE, RVE, and R? values varying in the range of 0.51 to
0.58, -14.5t0 1.3, and 0.52 to 0.61, respectively, for calibration and validation in both watersheds.
Like HEC-HMS, the SWAT model performance can be rated as 'good’ in both watersheds during
the monthly calibration and validation (Figure 10) compared to daily streamflow simulation. Table
2 shows the calibrated-parameters and ranges for parameters.In addition, the percentage error in
peak flow (PEPF) of the SWAT model is 35% in the Bilate Watershed and 18% in the Gidabo
Watershed. These measures confirmed that SWAT captured the peak flow at both watersheds
better than HEC-HMS. The error of the SWAT model was 1.7 in the Bilate Watershed and 0.19 in
the Gidabo Watershed. This indicated that, the HEC-HMS models simulated with a lower mean
absolute error than the SWAT model in both watersheds. Overall model performance on daily
stream flow can be classified as "acceptable” during model calibration and validation periods based
on evaluation criteria and (Moriasi et al., 2015; Rauf, 2018). In both watersheds during calibration
and validation, the model performed with a greater agreement between observed and simulated

monthly stream flow than daily stream flow simulation..
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The statistical values were better on a monthly time scale in both models (HEC-HMS and SWAT)

because monthly values were the mean of the physical phenomena, and models were good for

average conditions compared to extreme events. Moreover, in monthly time steps, the differences

that affected the hydrologic processes on a smaller temporal time step were smoothened.

Table 2. SWAT model calibrated parameters for Bilate and Gidabo watersheds

Parameters Effect of parameter Recomme Fitted value

when its value increase nded range ) ]

Bilate Gidabo

ALPHA_BF Increase the ground 0-1

water flow response to

changes in recharge 0.01953 0.0001
CN2 Increase surface runoff 35-98 0.25560 1.7406
Groundwate Decrease base flow 0-5000
r 5.48984 840.50
ESCO Decrease evaporation 0-1 * 0.0059
SOL_AWC Increase groundwater 0-1

recharge 0.95752 0.7972
CANMAX Increase the canopy 0-10

water trapping and

storage * 0.4716
REVAPMN Decrease the actual 0-500

amount of water

moving into the soil

zone in response to

water deficiencies 165.589 0.1659
GWREVAP Decrease base flow by 0.02-

increasing water 0.2

transfer from shallow

aquifer to root zone 0.06791 0.3193
SOL_ZMA Maximum rooting 0-3500
X depth of soil profile * 0.5005
SOL_K Saturated hydraulic 0-2000

conductivity * 93.391
GW_DELA Groundwater delay 0-500
Y time 2.34398 2.5089
CH_K2 Effective hydraulic 0-500

conductive of main

channel 113.742 0.7362
RCHRG_D Deep aquifer
P percolation fraction 0-500 * 0.0014

*Indicate the parameters are insensitive and not significant in Bilate watershed
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Figure 10. Daily observed and simulated stream flow hydrograph during calibration and validation periods
for Bilate (a) and Gidabo(b) watersheds
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Figure 11. Scatter plot for the calibration Bilate (left) and Gidabo (right)

The observed versus simulated scatter plot in Figure 10 (left) showed more values distributed
below the 1:1 line, indicating that the model underestimated simulated flows in the Bilate
Watershed. In contrast, the distributed values simulated flows in the Gidabo Watershed (right)
were above the 1:1 line, indicating that the model slightly overestimated simulated flow.

The statistical result of the SWAT model on daily stream flow for Nash Sutcliffe coefficients
(NSE), coefficient of determination (R?), and relative volume error (RVE) in the Bilate Watershed
were 0.53, 0.55, and -14.45%, respectively. The statistical values indicated that the model could
satisfactorily simulate the daily stream flow to Bilate Watershed response. Figure 9 showed a close
agreement between observed and simulated peak flow levels during calibration (R?=0.61) in
Gidabo Watershed. The Nash criteria produced better outcomes between the simulated and
observed streamflow (NSE=0.58), with a Relative VVolume Error (RVE) of 1.31%. The relative
volume error resulted in a very good outcome because the relative percent errors between the
observed and simulated values were less than 5%. The simulated model performance findings for
the SWAT model in this study were compatible with Tolera, 2012; Mohammed et al., 2020;
Tewodros, 2012; and Golmar et al., 2014.

The percentage error in the peak flow (PEPF) of the SWAT model was 35% in the Bilate
Watershed and 18% in the Gidabo Watershed. This confirms that SWAT captured peak flow at
both watersheds better than HEC-HMS. The average error of the SWAT model was 1.7 in the
Bilate Watershed and 0.19 in the Gidabo Watershed, which indicated that the HEC-HMS models

simulated a lower mean absolute in both watersheds error than that of the SWAT model.
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SWAT model was also used to build user confidence in the predictive capabilities of the model.
As a result, the model was validated using daily data collected from both watersheds. During
validation, the performance of the modelwas evaluated using R?, NSE, and RVE. The statistical
values in the validation period were (R?=0.54), (NSE=0.52), and (RVE=-6) for the Bilate
Watershed and (R?=0.6), (NSE=0.56), and (RVE=11) for Gidabo Watershed at the daily time step.
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Figure 12. Monthly observed and simulated stream flow hydrograph during calibration and validation periods

for Bilate (a) and Gidabo(b) watersheds

3.3. Comparison between HEC-HMS and SWAT Models in Simulating Stream Flow
Both models were compared for daily and monthly stream flow simulation. The two hydrological
models differed in terms of runoff generation mechanisms, as well as model concepts and

structures. When the models' overall performance was evaluated, both models were capable of
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reproducing the stream flow adequately. Table 3 shows the statistical indices used to evaluate the
model performances in both watersheds.

As per Moriasi et al. (2015), the two models were sufficient in terms of matching the observed
pattern of stream flow hydrographs in both watersheds. Meanwhile, as evaluated by the coefficient
of determination (R?), both models in the Bilate Watershed exhibited an acceptable correlation
between observed and simulated flow peaks. HEC-HMS showed good performance in the Gidabo
Watershed whereas SWAT model performed satisfactorily in the same watershed. Despite their
similar modeling capabilities, a comparison analysis revealed that the HEC-HMS model was better
in predicting the overall variation of stream flow for both watersheds. This may be attributed to the
fact that SWAT needed more input variables and parameters than HEC-HMS. SWAT model
simulations might have probably drawn many uncertainties and hence reduced the model
performance during model calibration and validation times. It should be noted that the model
uncertainties were also related to model inputs which a modeler could not easily identify. Input
variables are acceptable and perfect despite having uncertainties as described by Renard et al.
(2010). Similar observations were made by Aliye et al. (2020). Ismail et al. (2020) who simulated
streamflow using the HEC-HMS model found that HEC-HMS was better than the SWAT model.
Despite the performance of each model that differed from watershed to watershed, the selected
models performed relatively better in the Gidabo Watershed than in the Bilate Watershed. This may
be attributed to factors influencing runoff generation in both watersheds, including land use and
land cover, climatic conditions (mainly rainfall characteristics), morphometric conditions, and soil.
The Gidabo Watershed had a small area covered by forest whereas the Bilate Watershed had no
forest land use.. On the other hand, the catchment area of Bilate was well above that of Gidabo, and
its slope range was comparatively high. Therefore, a relatively average condition of hydrologic
response was possible compared to hydrologic responses in the Bilate Watershed. This would favor
hydrologic models to simulate responses better. However, future investigation of hydrologic
responses and enforcement of variables concerning hydrologic models' capability should be done
to capture these events. The HEC-HMS was a suitable and sufficient model for simulating daily
and monthly stream flow compared to SWAT.

HEC-HMS consistently underpredicted peak flows. Ismail et al. (2020) also discovered that the
HEC-HMS model was unable to model peak flows. (Meenu et al., 2010) agreed with this study
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because HEC-HMS was unable to replicate peak flows. SWAT was found to be more effective than

HEC-HMS in capturing targets in both watersheds over daily and monthly time intervals.

Table 3. Statistical indicators to evaluate the performance of models for daily and mean monthly time steps in

Bilate and Gidabo watersheds

Watershed | Model Process Statistical | Daily description | Monthly | Model
Index performance
Calibration | NSE 0.54 satisfactory | 0.79 Good
RA2 0.55 satisfactory | 0.81 very good
HEC- RVE -5.39 good -5.31 good
HMS Validation | NSE 0.55 satisfactory | 0.72 Good
RN2 0.55 satisfactory | 0.73 Good
Bilate RVE -6.94 good -6.49 good
Calibration | NSE 0.53 satisfactory | 0.62 satisfactory
R"2 0.55 satisfactory | 0.65 good
SWAT RVE -14.46 good -14.45 satisfactory
Validation | NSE 0.51 satisfactory | 0.68 good
RN2 0.52 satisfactory | 0.65 good
RVE -6.01 good -5.74 good
Calibration | NSE 0.65 good 0.85 very good
R"2 0.65 good 0.86 very good
HEC- RVE 0.46 very good | 0.5 very good
HMS Validation | NSE 0.63 good 0.86 very good
RN2 0.65 good 0.88 very good
RVE 6.02 good 6.59 good
Gidabo Calibration | NSE 0.58 satisfactory | 0.73 good
RN2 0.61 good 0.77 good
SWAT RVE 1.3 very good | 0.49 very good
Validation | NSE 0.56 satisfactory | 0.73 good
RN2 0.6 good 0.78 good
RVE -11.41 good -11.44 good

3.4. Model Uncertainty

Uncertainty analysis helps understand the predictive power and limitations of a model, , and

make informed decisions. According to Sanchez et al. (2015) uncertainty analysis is the formal

process of defining a model and mapping it onto model output uncertainty, thereby measuring

the range of possible outcomes.
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The MCMC approach reduced the source of uncertainty resulting from parameters in HEC-
HMS. The convergence of MCMC to stable posterior probability density function (PDF) was
monitored by using statistics (Gelman and Rubin, 1992). The P-factor and R-factor were used
to determine the strength of model calibration and uncertainty (Abbaspour, 2014). The P and
R factors of Bilate Watershed were 0.34 and 0.1, respectively. In the Gidabo Watershed, they
were 0.34 and 0.22, respectively. According to the uncertainty analysis results, the number of
goodness-of-fit criteria (NSE, RVE, and R?)was within acceptable limits. As a result, the
parameters used to simulate streamflow in the Bilate and Gidabo watersheds using HEC-HMS

with input data were valuable and useful for future research (Figure 13).

SWAT CUP uses SUFI-2, an essential tool for continuous iteration, to help understand
uncertainty in the SWAT model. In SUFI-2, all the uncertainty sources were not separately
predicted but considered total model uncertainty to the parameters. The P and R factors were
used from the 1000 model runs simulated in SUFI-2 to define how much of the simulated
hydrograph brackets observed streamflow. A P-factor of 0.46 and an R-factor of 0.40 was
obtained during calibration in the Bilate Watershed . In the Gidabo Watershed, the P-factor
and R-factor were 0.80 and 0.88, respectively. Because the P and R factor values were in the

optimum range, the goodness-of-fit of the model was reasonably acceptable (Figurel4).

Regarding model prediction uncertainty, MCMC in HEC-HMS predicted the smallest
uncertainty band in both watersheds compared to SUFI-2 in SWAT. This was because MCMC
in HEC-HMS would not account for input data and model structure uncertainty, resulting in
an underestimation of prediction uncertainty (Zhang et al., 2015). Furthermore, the parameter
uncertainty predicted by MCMC only accounted for a small portion of the total uncertainty,
whereas SUFI-2 considered all sources of uncertainty, resulting in broader parameter ranges.
Therefore, model prediction uncertainty analysis and parameter uncertainty value ranges were

reasonably acceptable (Abbaspour, 2014)
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4. CONCLUSION

This study compared the performance of the HEC-HMS and SWAT models in stream flow
simulation to determine the best model for the Bilate and Gidabo watersheds. Observed stream
flow at the outlets of the Bilate and Gidabo watersheds were used for comparison. It was
discovered that the performance of both models was superior in both watersheds. However, in both
watersheds and for daily and monthly time steps, the HEC-HMS hydrological model outperformed
the SWAT model. Furthermore, the HEC-HMS model was predicted to outperform the Bilate
watershed in the Gidabo Watershed. As a result, the HEC-HMS hydrological model would be
preferred to the SWAT hydrological model. In fact, due to the economics of hydrological
modeling, the need for model input data in SWAT pushes it aside. Hydrologists are advised to
look for the HEC-HMS model in general, and the Gidabo Watershed in particular, unless specific
needs and high accuracies are not deemed necessary based on detailed input data. The uncertainty
analyses also favored the HEC-HMS model, which predicts stream flow response with less
uncertainty. This research will be beneficial to future hydrologists and practitioners.
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stand alone. For this reason, References and nonstandard or uncommon abbreviations should be

avoided. Immediately after the abstract provide a maximum of 6 keywords.
Introduction

In this part, provide a brief background to the research title, statement of the research problems,
and the main objectives of the investigation. Avoid a detailed literature survey or summary of the

results.
Materials and Methods

In this section, briefly describe your research design, sampling methods, data collection, and
methods of analysis as well as materials and procedures used to undertake the research. Methods
already published should be indicated by a reference and only relevant modification (if any) should

be described.
Results and Discussion

This section is the most important part of the paper in which the author describes the interpretation
and the implication of the main findings. A clear presentation of experimental results obtained,
highlighting any trends or points of interest. Avoid extensive citations and discussion of published

literature.
Conclusions

This section can be standalone. In this part, briefly state the contribution of your research to the
problem area and indicate specific exceptions (if any) and further research needs and

recommendations (if any).
Acknowledgments

The purpose of this section is to give credit to people or organizations that have provided support
to you while you are carrying out the research. This should be put at the end of the article and

before the references.
Notations and abbreviations

All acronyms and notations should be provided when first used in the paper.
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Figure captions

Provide a caption to each illustration used. Supply captions separately, not attached to the figure.

A caption should comprise a brief title (not on the figure itself) and a description of the illustration.
Tables

Number your tables consecutively following their appearance in the text. Place footnotes to tables
below the table body and indicate them with superscript lowercase letters. Avoid vertical rules. Be
sparing in the use of tables and ensure that the data presented in tables do not duplicate results
described elsewhere in the article.

References

Please make sure that every reference cited in the text is also present in the reference list (and vice
versa). Unpublished results and personal communications are not recommended in the reference
list but maybe mentioned in the text. If these references are included in the reference list they
should include a substitution of the publication date with either 'Unpublished results' or 'Personal
communication'. References recommended in a research paper are minimum 10 and a maximum

of 25 is recommended.

Reference style

All citations in the text should follow the following style:

e For single author: the author's name and the year of publication;

e For two authors: both authors' names and the year of publication;

e For three or more authors: first author's name followed by ‘et al." and the year of publication.

¢ Reference listing should be arranged first alphabetically and then further sorted chronologically
if necessary. More than one reference from the same author(s) in the same year must be identified
by the letters 'a’, 'b', 'c’, etc., placed after the year of publication.

Examples:

Reference to a journal publication:

Ruijs A., Zimmermann A., van den Berg M., 2008. Demand and distributional effects of water
pricing policies. Ecological Economics. 66, 506-516.
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Reference to a book:
Gujer W., 2008. System Analysis for Water Technology. Springer-Verlag Berlin Heidelberg.

Reference to a chapter in an edited book:

Nathan R. and Evans R., 2011. Groundwater and surface water connectivity, in Grafton R.Q.,
Hussey K. (Eds.), Water Resources Planning and Management. Cambridge University Press, UK,
pp. 46— 67.
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